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Semi Supervised Ensemble Clustering Algorithm (GA Based)
For High Iﬁmensional Genomic Data

P.Krishnakumari !

ABSTRACT

Clustering high-dimensional spaces are a difficult
problem which is recurrent in many domains, for example
in computational biclogy. Developing effective clustering
methods for such domains are rare and also it is a
challenging problem. This paper presents an efficient
algorithm designed for high- dimensional gene data
which combines the ideas of Linear Discriminant
Analysis LDA based on PCA feature extraction along
with K-Means algorithm to select the most discriminative
subspace and it uses genetic algorithm for performing
local optimization from the points that are globally
optimal. The clustering process is thus integrated with
the subspace selection process based on LDA and the
data are then simultaneously clustered while the feature
subspaces are selected .Then clustering instances are
aggregated to generate final clusters based on
agglomerative clustering. Also genetic algorithm is used
to eliminate the problem of local optimality. Real datasets
show that the propesed method outperforms existing
methods for clustering high—cﬁmensional genomic data

in terms of accuracy and time.
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1. INTRODUCTION

Clustering in high-dimensional spaces is a difficult
problem often referred as the “curse of dimensionality”
for various application domains, such as information
retrieval, computational biclogy, and image processing
since the data dimension is usually very high for such
applications. While various dimension reduction
techniques have been proposed, there are two major
types, feature transformation and feature selection
[10][17]. Feature transformation methods project the
original high dimensional space onto a lower dimensional
space, while feature selection methods select a subset of
meaningful dimensions from the original ones. The
simplest approach of dimension reduction techniques
includes principal component analysis (PCA) [9] [12]
and random projections [6]. In these methods, dimension
reduction is carried out as a preprocessing step and is
decoupled with the clustering process. Once the subspace
dimensions are selected, they remain fixed during the
clustering process. An extension of this approach is the
adaptive dimension reduction approach [8][14][15]
where the subspace is adaptively adjusted and integrated
with the clustering process. Subspace clustering
algorithms that detect clusters in axis parallel to the
projections of the original data set [13] are not able to
capture local data correlations and find clusters of

correlated objects since the principal axes of correlated
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data are arbitrarily oriented. If we restrict the subspace

to be linear combinations of original features, the#/

subspace obtained in linear discriminant analysis (LDA)
is perhaps the best subspace to do data clustering, because
in LDA subspace, clusters are well separated.
Bioinformatics and genomic sequence analysis, in
particular is one of the hottest topics in modern science.
The usefulness of statistical techniques in this field
cannot be underestimated. The increasing use of DNA
microarrays to generate large-scale datasets of gene
expression has led to several important statistical and
analytical challenges. Microarray experiments are being
carried out in biological and medical researches to
address a wide range of problems, including clustering

of gene data [4] [3].

In traditional partitional based algorithms, problems due
to initialization and local optima do arise. Also they find
difficult to handle high dimensional data .Hence an
algorithm is proposed to handle high dimensional data
and also eliminates local optimality. The paper is
organized as follows: Section 2 presents the related work,
Section 3 presents theoretical problem definition for LDA
based K-means clustering, Section 4 explains the
proposed GA based leaming framework by combining
LDA ,K-means clustering and agglomerative clustering
» Section 5 presents the experimental results, and finally

Section 6 provides the conclusion,

2. RELATED Work

In 2001, LDA with K-Means is a very well developed
theory with the growth of matrix-Based approaches in
machine leamning [11)[7][19][16][5]. LDA+K-Means
algorithm reduces to the adaptive dimension reduction
(ADM) algorithm [8] where only between-class scatter
is optimized rather than the full LDA and adaptively

modifies the subspace to fit the data distribution; here

between-cluster scatter matrix is chosen explicitly. In
2004, LDA+K-Means algorithm reduces to the adaptive
subspace iteration algorithm [14][15] where only the
within-class scatter is optimized rather than the full LDA
;here between-cluster scatter matrix is chosen implicitly.
In 2006, a matrix factorization [7] is proposed such that,
after one matrix factor is eliminated; the two remaining
matrix factors can be viewed as the projection directions
in a LDA variant and cluster indicators respectively. They
are solved in an alternative fashion using LDA and a
soft-clustering similar to adaptive dimension reduction.
In 2007 , LDA and K-Means clustering are
simultaneously used as adaptive dimension reduction
approach clustering [S] because they minimize the
within-class scatter matrix and maximize the between-
class scatter matrix and can be viewed as an unsupervised
LDA. The proposed atgorithm in this paper is developed
based on this direction. In partitional chistering,
problems due to initialization and local optima do arise.
One way of approaching this challenge is to use stochastic
optimization schemes such as genetic algorithms

{Gas)[4].

The above algorithms adaptively modify the subspace
to fit the data distribution when either the natural clusters
in the data are close to spherical Gaussians or natural
clusters are well separated. However there is a possibility
of having suboptimal clusters as the clustered output
directly depends on the selected dimensions for every
run of the algorithm output. As a result there will be much
deviation for the clustering results obtained and hence it
does not guarantee for the good model for such data.
Hence to modify the subspace adaptively to converge to
the subspace where clusters are most separable and also
to improve the clustering accuracy the proposed

algorithm alternatively stores every obtained LDA
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clustering instances ina simiiarity nx nmatrix where n is
the nmumber of clustering instance generated.‘@ased on
the similarity matrix, an agglomerative clustering is
finally applied to generate the final clustered result. The
proposed algorithm combines LDA and K-Means in a
simpler way and finally performs agglomerative
clustering to improve the clustering accuracy for the high
dimensional data. Thus the proposed algorithm
alternatively combines selected dimensions and
clustering and finally covers all the dimensions because
for clinical applications coverage of all dimensions plays
a major role. It is also integrated with genetic algorithm

to provide global optimality.
3. ProBLEM DEFINITION

3.1 Linear Diseriminant Analysis, C-classes:

Derivation

Here (C-1} discriminant functions are used. The
projection is from N-dimensional space onto (C-1)
dimensions. The generalization of the within-class scatter
matrix is

S,

Sy =

1P o
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The generalization for the between-class scatter matrix

is

Se = YN~y -l

where 4 :N]-Z X "_T\II S Np 2
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where 8 =S _+8_ is called the total scatter matrix. For the

(C-1) class problem, (C- 1} projection vectors w, are sough,
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which can be arranged by colurnns into a projection matrix

W=fw |w,|...|w_ ]so that
T T
V=W, X =2 y=Wx

it can be shown that the optimal projection matrix W* is
the one whose columns are the eigenvectors

corresponding to the largest eigenvalues.

Since the projection is not scalar (it has C-1 dimensions),
LDA produces the projection matrix W* that maximizes
the following

- T

Ss|  |WTS,W|

Isw| WS, w| @

JOW) =

3.2 K-Means Based LDA

The standard K-means clustering minimizes the

clustering objective function

mide Je=3 3 s-mlt
kel

where the matrix H = {0,1}** is the cluster indicator:

H, =1if x, belongs to the %-th cluster, and H, =. 0

otherwise. Tr M indicates the trace of matrix M. It is

well-known that S = §_+8,. It is clear that the Kmeans

clustering objective function is
Jr=TrSe=Tr (S — Sh) (6)

Therefore, K-Means clustering minimizes the within-

* class scatter matrix S, or maxirmizes the between-class

scatter matrix S, since Tr S, is a constant, On the other
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hand, given class labels as specified by the indicator _
matrix H, the LDA directions U are determined by é[

maxTr UTSbU
U WS, : 0

Thus LDA has very similar properties as K-means
clustering: minimizing within-class scatter S, and/or
maximizing between-class scatter S,- LDA is widely used
to select the subspace (feature space} which has the
maximal discriminant power. However, LDA is a
supervised learning method which requires the class label
for each data point before-hand. Since LDA and K-means
clustering both minimizes S and nmximize S,, there
should be ways to combine them into a single framework.
In this paper, an algorithm is proposed to combine them
into a single framework. K-Means clustering is used to
generate class labels and use LDA to do subspace
selection. The final results of this learning process are
that the data are clustered while the feature subspaces
are selected simultaneously and corresponding instances
are stored and clustered using agglomerative clustering.
LDA finds the most discriminative subspace in a

unsupervised manner and optimizes the LDA objective

function
- Ul
RIS (8)

Initially fix U and then obtain H as follows

Tr T8, U TrUT (8§~ 8,)U
WHUST T T hUTsD
Tt TS U .
TeUTS, U

Since Tr UT S U is independent of H, this leads to
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m}}nTr s U = Trz Z Ur(xi—mk) x-mp) U
k ieCy
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k ic
This is precisely the K-means clustering in the subspace
Y =U"X. Once H is calculated within and between cluster
scatter matrices can be computed. U is given by d
eigenvectors associated with the d largest eigenvalues

of the between-cluster scatter matrix S,

4. PROPOSED ALGORITHM

The proposed algorithm is based on LDA based adaptive
dimension reduction approach that combines LDA and
K-Means clustering, agglomerative clustering based on
PCA feature extraction. As LDA and K-means clustering
are optimizing the same objective function, Le., they both
minimize the within-class scatter matrix and maximize
the between-class scatter matrix, it can be viewed as an
unsupervised LDA, K-means clustering is used to
generate class labels and use LDA to do subspace
selection. The clustering process is thus integrated with
the subspace seclection process and the data are then
simultaneously clustered while the feature subspaces are

selected. Every clustering instance is stored in a 1 x n

-similarity matrix .Cluster membership is used as the

bridge connecting the clusters discovered in the subspace
and those defined in the fuall space. With this connection,
clusters are discovered in the low dimensional subspace
to avoid the curse of dimensionality and the results are
aggregated to form an n x n similarity matrix where n is
the number of instances. An agglomerative clustering is

then applied to the matrix to produce final results.

4.1 Linear Diseriminant Analysis (LDA)
Linear discriminant analysis (LDA) is the method used
in statistics and machine learning to find the linear

combination of features which best separate two or more
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classes of objects or events. The resulting combination
may be used as a linear classifier, or, more corn:génly, for
dimensionality reduction before later classification.LDA
is closely related to ANOVA (analysis of variance) and
regression analysis, which also attempt to express one
dependent variable as a linear combination of other
features or measurements. In the other two methods
however, the dependent variable is a nurnerical quantity,
while for LDA it is a categorical variable (i.e. the class
label).LDA is also closely related to principal component
analysis (PCA) and factor analysis in that both look for
linear combinations of variables which best explain the
data. LDA explicitly attempts to model the difference
between the classes of data. PCA on the other hand does
not take into account any difference in class, and factor
analysis builds the feature combinations based on
differences rather than sirmilarities. Discriminant analysis
is also different from factor analysis in that it is not an
interdependence technique: a distinction between
independent variables and dependent variables (also

called criterion variables) must be made.

4.2 Aggregating Multiple Clustering Results

The clustéring results are aggregated into a matrix that
measures the similarity between each pair of data points.
Then an agglomerative clustering algorithm is applied
to produce the final clusters. For each subspace selection
and clustering process, if & represents a model then for
each data point i, the soft clustering results P(/[1,6), !/
=1,.....,.k are given, representing the probability that the
point belongs to each cluster under the model 8 . Pije

can be defined [18] as the probability of data point 1 and
j belonging to the same cluster under model 0 and it

can be calculated as :

k
PL =" P(lli,8) x P(ll3,6) (10)
i=1

To aggregate multiple clustering results, the values of
Pije ‘s are averaged across n runs to obtain P, , an
estimate of the “probability that data point1and j belong
to the same cluster”. This forms a similarity matrix. This
is tested by performing ten runs of the algorithm on the

synthetic data set and separated the aggregated P, values

into two groups based on if data point i and j are from
the same cluster. Pij values are large when data point 1
and j are from the same natural cluster and small

otherwise.

4.3 The Agglomerative Algorithm

To preduce the final clusters from the aggregated

similarity matrix P, an agglomerative clustering is applied
as follows
Algorithm:
Inputs: P is an x n similarity matrix,
k is a desired number of
clusters,
Output:  a partition of n points into k
clusters.
Procedure: An Agglomerative
clustering Algorithm

I=n.
Fori=1lton

Letc={x} fori=1,. ... 1

Repeat

Find the most similar pair of clusters based
on P, say ¢;and ¢, .
Merge c, and g and decrement / by one

Until{ <=k

The similarity between two clusters is given as follows

sim{ci,cj) =  min_ Py (11)

Ti€e,T;Eey

When two points have very small similarity value (i.e.,
small possibility of belonging together according to P)
the algorithm will not group them together.
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4.4. The Proposed LDA Method

A unique feature in this approach is switching betweer{

the subspace (for clustering) and the original space (for
LDA). The cluster indicator H enables us to uniquely
connect the the spaces. With this connection, clusters
é;re discovered in the low dimensional subspace to avoid
the curse of dimensionality and are adaptively re-adjusted

for global optimality.

Algorithm Steps:

Step 1 : Set dimension d to be K-1 where
K is mumber of clusters

Step 2 : Generate class label performing
K.-means ciustering based on
initial U obtained from PCA
and compute H

Step 3 : Store the clustering instance

Step 4 : From H, derive next LDA
subspace U and perform k-
means clustering

Step 5 : Repeat steps 3, 4, 5 until
convergence .

Step 6 : Construct the n x n similarity
matrix where ‘n ‘“is the number
of instances

Step 7 : Perform Agglomerative
clustering to produce final

clusters

AsY =UTX is proportional to P, aggregation , we can
write UX =K P, Since K does not depend on class

labels, this is effectively close to equation (5).

The propose‘d partitional based ense‘rﬁbIe method is
deemed to be the best at that point inthe algorithm, but
may not be the best giobaily when all information is
considered and hence it is integrated with genetic

algorithm to find optimal or near optimal solutions on

1449

complex, large spaces of possible solutions. In GAs,
biologically inspired operators like crossover and
mutation are applied to yield a new generation of strings
[4] based on fitness. The process. of selection, crossover
and mutation continues for a fixed number of generations

or till the termination condition is satisfied.

4.5 GA Based Ensemble Algorithm

Algorithm

{

Randomly generate K cluster centers from initial
population; ‘
Perform proposed LDA method;

While (Not termination condition) do

{

Evaluate fitness ( );

Select (),

Apply crossover { };

Apply mutation ( };

Perform proposed LDA ensemble clustering;

Show Clusters Based on the Best Cluster Centers

}

Fitness is determined based on the Euclidean measure.
Here single point crossover with a crossover probability
of 0.9 is chosen. Mutation rate is 0.1. Best individuals
are selected based on roulette wheel selection. The
computational complexity of the GA based algorithm is
O(gpnktd) + O(d’nt) + O(p1?) for K-Means clustering
combining LDA and aggregating clustering iﬁstanccs
where d is the dimension of data, n is the number of
data points, t is the number of iterations, k is the number
of clusters, pl is the number of instances, g is nurmber

of generations, p is the population.

5. Data SeTS

High density DNA microarray technology can
simultaneously monitor the expression level of thousands
of genes which determines different pathological states

of the same tissue drawn from different patients
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[1][20].The proposed algorithm is implemented in
MATLAB to analyze well known data sets. 3(&!0 gene
data sets with relatively high dimensions are chosen from
the NCBI database. First data set contains drosophila
melanogaster genes. The data consists of 10000 genes,
of which only 8175 genes are identified to respond
significantly. The second data sef is the real AML-ALL
leukemia data set. AML-ALL is a gene sample data set
which consists of 38 bone marrow samples over 7129

probes from 6817 human genes.

6. ExpERIMENT RESULTS
The proposed algorithm is implemented in MATLARB.
The figl shows the LDA projection in the first step.

a8
4
23

=22
=14

The proposed GA based algorithm is implemented for the
two real data sets and the results are tabulated in the
tables 1, 2. Table 1 shows the performance of the
proposed GA based algorithm in terms of time and
accuracy for the two data sets. It is observed that the
proposed algorithm takes less time at higher dimensions.
It is observed from the Table 2 & 3 that the mean,
standard deviation and coefficient of variance for
GA based ensemble are less than GA based k-means
with PCA and also the GA based ensemble is more

consistent because the coefficient of variance is low.

X '
is 2 25

Figure1: shows the LDA projection in the first step

Table 1: Performance of the Proposed GA Based Ensemble Algorithm In Terms Of Time and

Accuracy For Drosophita Melanogaster Gene Darta Set 1 And Leukemia Data Set 2

GA Based GA Based GA Based GA Based
Neo of Dimension Ensemble K-Means Ensemble K-Means
(dataset1) | (dataset) | (dataset2) | ( dataset2)

100 8.12 8.91 9.02 10.70
g 200 8.77 9.51 9.17 11.20
? 300 9.33 10.84 10.23 13.37
=N 400 10.18 12.92 10.91 13.92
500 (AN} 13.93 11.15 14.33
100 0.821 0.619 0.661 0.410
b 200 0.732 0.596 0.651 0.444
g 300 0.646 0.422 0.637 0.531
< 400 0.716 0.489 0.799 0.519
500 0.677 0.423 0.777 . 0.513
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Table 2: Results Of The GA Based Ensembleéiustering In Ferms Of Time For Data Set 1 & 2

GA based GA based GA based GA based
Results Ensemble K-Means Ensemble K-means
(datasetl) . (data set 1) (data set 2) (data set 2)
Mean 2281.11 2289.29 243210 2438.29
Standard
Deviation 2.63 271 3.21 3.33
Co - efficient
of Variance 0.1144 0.1i78 0.1319 0.1368

t value =6.8503

p value = 0.00004

5 t value =4.232

p value = 0.001738

Table 3: Results of The GA Based Ensemble Clustering In Terms Of Accuracy For Data Set 1 & 2

1451

GA based GA hased GA based GA based
Results Ensemble K-Means Ensemble K-means
(data set 1) (data set 1) (data set 2) (data set 2)
Mean 2487.20 2430.12 2391.10 2381.10
Standard
Deviation 2.96 319 3.03 3.12
Ce - efficient
_of Variance 0.1190 0.1286 0.1267 0.1310
¢ value =5.14 p value = 0.000438 t value =7.27 p value = 0.000027
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Accuracy Comparison for data ﬁ?et 1

GA based Ensemble
B GA hased K-Means
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Figure 2: Accuracy Comparison For Data Set 1

Accuracy Comparison for data set 2

8 GA based Ensemble
B GA based K-Means

100 200 300 400 500
No of dimensions

Figure 3: Accuracy Comparison for Data Set 2

Figure 4: Sample Output Showing the Clusters Formed For GA Based Ensemble for K=11

The accuracy is calculated using Rand index, Table 1
show that the accuracy for the proposed method is high.
From the Table 2 the two-tailed P value equals 0.000045
and 0.001738 for the two data sets. From the Table 3,
the two-tailed P value equals 0.000438 and 0.000027
for the two data sets. By conventional criteria, these
differences are considered to be statistically significant.
Itis observed by t-test analysis that the p value is less

than 0.05 and hence there exists significant correlation

between the methods. It is conchuded that there is
significant difference between proposed method and

K-Means with PCA with respect to accuracy and time.

7. ConcLustoN Anp FUTURE ENHANCEMENT
In this work, a new ensemble algorithm is proposed that -
handles all the dimensions efficiently. The proposed
clustering algorithm based on GA has been implemented
and tested successfully using MATLAB on windows |
operating systems. The results show that GA based ‘
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clustering provides global solution with significant
results. The time complexity of the proposed algorith.rg'
is relatively less for high dimensional data and produces
better accuracies. Since the proposed algorithm helps in
reduction of dimension it considerably reduces the space.
In future parallel computing techniques can be applied

to increase the speed of GA.
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