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ABSTRACT

In computer networks the space division switches are
used to transmit the messages in order to reach its
destinations. These switches are based on cross bar
technology. Actually, it is built up of several smaller
rectangular crossbars and less cross points is needed than
the traditional cross bar switches. According to Tananbum
(1996) if we increase the number of cross points, the
outgoing reaching probability of messages also increases
accordingly with the high cost and low congestion in the
network, In this paper we considered the architecture of
a three crossbar space-division switch and with the help
of Markov chain theory, an L-dependent mathematical
model is proposed and used to calculate reaching

probabilities of message flow.

Keywords : Space-Division Switch, Cross-Bar
Technology, Markov Chain Model, Reaching
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1. Review OF LITERATURE

Xo and Davis [3] proposed a protocol known as space-

division multiple access (SDMA) which is useful for a
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satellite switched communication network. Abott [1]
discussed 2 new technique for switching system using
digital Space-Division concept for dealing with high-
speed data signals. Yamada et al. [16] derived the high-
speed digital switching technology with the help of space-
division switches. Karol et al. [8] presented an input
versus output analysis of quening on a space-division
packet switching. In a contribution Li {5] performed
analysis for non-uniform traffic in the setup of Space-
Division switches. Yamanka et al. [17] expanded space-
division (S§D) switch architecture and suggested a bipolar
circuit design for gigabit-per-second cross-point switch
LSIs. Lee and Li {4] have studied the performance of a
non blocking space-division packet switch using finite-
state Markov chain model, given the traffic intensities
changes as a function of time. Li [6] derived the
performance of a non blocking space-division packet
switch in a correlated input traffic environment. Wang
and Tobagi [14] suggested a self-routing space-division
fast packet switch architecture achieving output quening
with a reduced number of internal path. Cao [2] derived
a discrete-time queuning network model for space-division
packet switches. Pao and Leung [10] used space-division
approach to implement a shared buffer in an ATM switch
which does not require scaling up the bandwidth of the
shared memory. Shukla, Singhai & Gadewar [12]
presented Markov Chain analysis for reaching

probabilities of message flow in space division switches.
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Figure 1 ; Three Cross Bar Space Division Switch
2. MoTIVATION ¢)  The middle crossbars are stage 2 containing three
Shukla and Gadewar [11] have suggested a Markov chain crossbars with each having four inputs and four

model for the transitional analysis of message flow in a output lines.

two crossbar space division switches. We extend this d)  The third stage contains four crossbars, each with

model, in this paper, from two-crossbars to three crossbar three inputs and four output lines. At this, three
setup and with the help of a simulation study, the impact output lines are with computers and the fourth one,
on reaching probabilities of message is analyzed. in each crossbar, is a loss state,

3. INTRODUCTION AND ASSUMPTIONS e)  The term KM,K,L) denotes an input state at M™

stage in K™ crossbar and at L* input line where

M=1,2,3;K=1,2,3,4;1~1,2,3,4, For example, in fig.

In what follows, we consider a space-division switch

[11],[12] with parameters N =16,n = 4,¢ = 3 shown in
1 the term @, is input state I(1,1,1), a, is state

I(1,1,2), ¢, is 1(1,2,1),e, is1(2,1,1), g, isI(2,2,1),
and i, is I(3,1,1).

fig. | and assume the followings:

a)  The left side of switches is input and the flow of

information is from left to right.
: The term O(M,K,L) denotes output state at M®

b) . Eachi line, ide, i d wi . C
) Ach dnput line, on left side, is attached with a stage, in K” crossbar and L™ output line like the

term b, is output state 0(1,1,1), b,is 0(1,1,2), b, £
selection by users. This level is the stage 1. is O(1,1,3), 4, is O(1,2,1), £, is O(2,1,1), b is :
0(2,2,1) and j, is O(3,1,1),

computer having different initial probabilities of
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As special, the output étates 0(3,1,4),0(3,2,4), 0(3,3,4)
and O(3,4,4) are loss states and when a message lﬁé'/aches

to them, it is assumed lost or reached to the known

destinations.
3.1. Markov Chain Model
Let {X, n=0,1,23....} be a Markov chain with state

space I(M,K,L) and O(M,K,L), M=1,23 and K,L =
1,2,3,4. The X denotes the state of message at the n®
step transition over states I{M,K,L) and O(M,K,L). The

unit-step transition probabilities over states are:

P[ a1 T 0(1’K’1)/Xn = I(I’K’L)] =Ly

HX,., =00LK2) X, = ILK,L)|= L,

PX,, = OLK3) X, =LK, L) =1~ Ly + L)
When L=1,2,3;K=1,2,3 4

P['X"’*'l = I(l’K’L)/Xn = O(lsKsJ)]= PLK »
when J =123
Plx

n+l

=1-ZEK

i=1

whenL=4,K=1,2,3,4;J=123

=I{,K,L)/ X, =0(,K,J)]

P[Xm-z :0(2 K L)/Xn+l
=Plx,,,=1(2,K,L)X

=1(2,K,L)]
=0(2,K,L)|

n2 n+k

=0y When L=123;K=123

FlX,, =1(2.K,1)]

=0(2,K, L)X

i+l

=Plx

n+2

=I2kD)/X,, =02,k L)]=1 —-iQ,-K,

whenL=4;K =123,

P, = 00, K, L)/ X = 1K, L)
= PIX,., =10, K, L)/ X,., =002 K, 2]

A+l

=0, when L=123K=12

PlX,.,=0B.K,L)/X,,, =1(3.X.J)]=
when L=123;K=1234;,7=123
P[Xn+3 = O(S’K’4)/Xn+2 = 1(3’ K’J)]

3
=1-3"R,, when L=4;K =1234; J=12,3

P[ nid “I(3K1)/ 2 = 0(3KL)]“ 1K
PX, o = 13,82}/ X,.. = O3, K, L)]=S5,

X, , =16,K3)X,,, =00, K, D]=1-3 5,

i=1
when L=123K=1234
The terms Lx Sk -Px Qx Ry (i=1,2,3) are the
probabilitics of transition lying between 0 and 1 and
placed as elements of transition probability matrix given

on the next page.

Table 1: Transition Probability Matrix (t. p. m.) for Stage 1
44— States ———p

W 0K 16k TQ. K ,4)  |0(K,1)04,K2) O,K3)
IGLK 1)} O 0 |0 0 Lk  |Lk f-(k+Lk)}
14,K,2)i0 0 0 0 Lk Lk fi~(Lk+LX)}
I,k3)10 |0 0 0 Lik  |Lk f-(Lk+L,ko}
g |xH® 0 9 PP Lk Lk {-Ck+LE)
% 00.£1) Pk [Pk |Psk {1? :k(ill;,; )} 0 0 0
o(,k.2) |Pik Pk [Pk - ®k+ Pk + PO 0 0
l 0(.x3) |Pik Pk [Pik {-Bk+Pk+PKIHO 0 0
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Table 2 : Transition Probability Matrix For Stage 2

< States ———

k) Gk 1K) TG, K ,4) [oGkI0GK2)| OGK3)
I,k 1) {0 0 o i Lik |Lk {-Lk+LkK))
I 101,K.,2)[0 0 {0 0 Lk (Lxk f—(Lk+L,k))
14,k,3}[0 0 0 {0 Lk Lk [f-(Zk+Lk)}
§ 1(,5.4) |0 0 jo o Lik Lk [{-(Lk+Lk)}
= Pk [Pk [Psk [{1I-(PKk+ 110 0 0
T oGk ’ {sz(;Psk)}
1 0(,x,2) |Pik Pk [Pk | fi-(Pk+Pk+PK)[0 0 0
04,k,3) |Pik [Pk [Pk [f-Gk+Pk+io}0 0 0
Table 3 : Transition Probability Matrix For Stage 3
¢ States ———b
B)I6KD)]  1G,k3) [0BED 00.%2)| 06,k 3) OB,k 4)
Bk} 0 [o 0 Rik | Rk | Rek [f-(Rk+Rk+Rk)]
I IBk2)0 Jo 0 Rik | Rok | Rak [ §-(Rk+Rk+Rk)}
¢ {IG.K3)] 0 |0 0 Rk | Rk | Rk | {-Rk+Rk+RK)]
§ OBK1)|Sk [Sk [f—sk+80) 0 | 0 [ 0 0
0B,K,2)|Sik [ Sk {-(5k+SK)} 0 0 0 0
J OB,K3)|Sik [S:k [f-(sk+S, 0 0O 0 0 0
OB.K4)[Sik Sk [{-(Sk+SK)} 0 0 0 0

3.2 Model Classification

The probabilities L., P..Q,,R ;xand S, may be
functions of M, K and L parameters and on this basis the

classification of Markov chain models be as below:

(i) M-Dependent model- where probabilities L, ,
P,s Q;-R and S;, are only functions of M.

(i) K-Dependent model- where probabilities L..P,
o QiR and 8, are only functions of K .
(i) L-Dependent model- where probabilities are

functions of X and L parameters both.
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4. CarcuLaTioN OF ReEACHING (INITIAL) PROBABILITIES
Let P, (1=1,2,3 ) be the probability of choosing the i*
input line in K™ switching element of the space division
switch configuration given in fig. Iof the section 1.0,
For j =4, the probability is {1 “,Z: P:x}. For the
Markov chain X, n=0,1,23....} over the states
I{M,K,L), the initial probabilities of choosing a

connecting path is
PIX, = 10K 1)]= p,. , PLt, = 10, K,2)] = p,,

P[XO = 1(1,K,3)] = Digs

P[*’Yo =I(LK:4)] =Dy = 1‘(21& + Py +P3k)
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4.1, Outgoing Probabilities at Stage 1,2 and 3

The O(1,X,L) over varying K and L are the outgoing
states, for the stage 1, where the message is ready to

route into for the next stage,
P[X,=0(1KL)]

=P[ message reaches to the state O(1,K,L) at the first
step]

The general form for M = I{stage-1) is

Px=0(LkL)] =L,
whenL=1K=1,2,3,4
=L, whenL=2
={1-L, +L, }whenL=3

The general form for M = 2 (stage-2) is

4
P[x=0(2k L)]=Q, 2 Lu whenk=1,L=123
i=l _
_3 4
P [x=0Q2,kL)] = {1- 2 O } 2 Lui whenk=1,L.=4
i1 i=1
4
Px=0(2,kL)]=Q, DL, whenk=2L=1,23
i=1
3 4
P [x= 0L =(1- 2.0 } D Los whenk =2,L~4
il i=1

4 4
Px=0@ kK LYIFQu {4- 2. Lui - 2 Lai } when k=3,
i=l i=1

11,23

3 4
Pr=0@2kL)]={1- 2.0} - 2 k-
il i=1

4
Zsz } whenk=3,L=4

i=1

The general form for m = 3(stage-3} is

P[x=0@3,kL)]=R_*

{szd,fﬂr + kaiin +Qk3{4‘“ Z L;- Zin}j|

i=1 i=1 1 i=1

whenk=1,2,3;L=1,2,3

Px=0(3,k, L)] =R

*{I—iz_:‘,Rm}*

[QHZILII +0, ;sz + Qk3{4 - Z‘Llr - Z Ler

i=1 i=]

whenk=1,2,3,L=4

Pix=0(3.kL)] =R,

Lli

TESHI0 IS o N

f=1

+{1"$ Qia}{‘q'_zd L;- j Lzz}

i=1 1

whenK=4,L=1,2,3

Plx=0(3,k,L)]= *{1 - Z_;Ra}*

{x—i@}il«w{l-iﬁz}ilw

i=] =1 i=1 i=l

l_zzl,ga 4“il1: _ilﬁi}

=l i=l

whenk=4,L=4

5. L-pepenpent MobEeL AND SimMuLATION STUDY
Based on the above equations we considered the
following 7 -dependent Markov chain model with unit-
step transition probability. The a,b,c,d and e are
constants having values in between (),00 to 0.5.
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A =00k = kL) J=12]
A =0 K, )X, = 10K L} {1-2L)" ;=3}L”"2’3’3‘

HY, =10 KJY X, =04 K, L= Lf)* J=L2,3}L=m
X =10K.7) X, =00 kL) {1-66)} =4

X, =0 K.JYX, =1 K L)k L) J=m}L=m
Y, =00 K x =10 KL { 1-66) =4

X, = IR KJY X =0 K. L} Lcf J=L2.3}L=m4
HX, =16 K X =00 K D= {1-60)} J=4

P, =00, K, JY X, =IGK LLE)*  J=123

PIX, =06k, 7Y X, =16,k L= { 1-6(@) } J=4}L=l’?’3

A =16KJ)X, =00k L6)  J=12

P, =1G,K,JY X, = 0Bk, L))= { 1-2%) } J=3}L =1,234

5.1 Effect of L And D
The fig. 5.1 to 5.3 shows the variations over the reaching

probabilities with respect to increasing values of a,b,c,d

parameters.
.1
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K
Figure 5.1 ; a=0.1,¢=0.1,d=0.1, L=1
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Figure 5.3 : a=0.1,¢=0.1,d=0.1, L=3
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When L=1 and a=c=d=0.1, the reaching probability
P[M,K,1] reduces for the increasing values of K. This
connectivity probability is higher for stage 1 and suddenly
decreases for other stages. When 1L=2, the connectivity
probability shows different pattern of variations than to
compare what shown at L=1. The probability P[M,K,2]
is higher for stage I and shows sudden decreasing pattern
for other stages. When we talk about L=3, the P[M,K,3]
has low down tendency over increasing K. The
probability of connectivity improves at the third stage in

comparison to second.

5.2 Effect of Variation of C, D and K

= 032 —— M=

KT —8— M=2

c 0.08 —h—M=3
1 2 3 4

Figure 5.4 : a=0.1,c=0.5,d=0.1, 1L=1

0.96
Y 0.8 —— M=1
y 0.84
= c4s — 8- M=2
=032
a 0.18 —d— M=3

Figure 5.5 : a=0.1,c=0.5,d=0.1, L=2
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Figure 5.6 : a=0.1,¢=0.5,d=0.1, L=3

Fig. 5.4 to 5.6 shows the effect on the reaching
probabilities with the increasing values of ¢ and d
parameters while keeping the value of a parameter

constant. With the increase of C, the probability pattern
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0.96
at stage 2 bears a sudden change.When L=1, t;n; first Y 006'2 —— M=1
4 z - =
and third stage has downward trend of probabilities over = ggg B—M=2
: . o @ 0.1§ T M=3
varying k, but the third stage bears a little increase than 0
the second stage. When L=2, the first stage remains at 1 2 3 4
. e s . _ K
high probability in comparison to others. At L=3 the Figure 5.9 : 2=0.2,c=0.1,d=0.1, L=2
chance of reaching probabilities reduces for the third 0.96
stage with increasing values of K, but this increases for o 9052 —B—M=2
: . X o048 ah=
the second stage over the same K. The increase in ¢ has % ggg : mM=3
special impact on the second stage probability of L.
connectivity, When C is high, the probability for M=2
concentrate entirely near to K=1. Figure 5.10 : a=0.2,¢=0.1,d=0.1, L=3
0.96 -
5.3 Effect Of Variation Of ,C,D and L o= 08
: g
With the increase in parameter a, in comparison to c, d % g?g
and L has an effect in the connectivity probability. 04
According to figure 5.7 to fig. 5.10, the increase of k K
produces decreasing Probability P {M.K.L].When L~1 Figure 5.1 : a=0.2,¢=0.5,d=0.1,L=1
changes to L= 2, keeping fix a, ¢, d, we observe higher 0.96 T
" 0.8 i M=2
probability P [M, K, 2] than P [M, K, 1]. WhenL=3, the 7 0.64
% 048 —&—M=3
K = 2 is an ultimate value. f-—_- 0.32
0.16
96 ° .
o gb s e 1t 2z 3 4
= 048 —8— M=2 Figure 5.12 : a=0.2,¢=0.5,d=0.1, L=3
. 0'18 A M=3 With the increase in d value, from d= 0.1 to d=0.5, a
to2 3 4 ~ sudden increase of PIM,K,L] is observed at k=3, k=4.

Figure 5.7 : a=0.2,c=0.1,d=0.1, L=2 ) . ..
In this, L=3 bears the largest probability as showing in

fig. 5.11 to 5.12. The increase in ¢ Value produces zigzag

movementin P [M, K, L] .The L= 1 and L=3 has a sudden

0.32 ——M=
¥ 024 — @ M=2 jump in connectivity probability. With the simultaneous
S 0.16 . . .. .
§ 0.0 —&—M=3 increase in ¢ and d value, the connectivity with M=3

increases at high rate. In this case, the K=3 bears the
highest probability for P [M, K, 3]. The increase in value

of a parameter has the most significant, effect in the role

Figure 5.8 : 2=0.2,¢=0.1,d=0.1,1=1 of increasing the connectivity probability. According to

fig 5.13, when all the parameters a, c, d, L are high than
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the connectivity chances are also high, for both M =2
and Therefore, the higher values of parameter a, c ¥d
produces higher chance of connectivity and message

passing in space division switches having three cross bar.

——M=1
~8— Ma2
—4—M=3

Figure 5.13 : a=0.3,¢=0.5,d=0.5, L=2

6. COoNCLUSIONS

Many interesting highlights are identified after the
simulation study on different values of parameters using

L Dependent Model, Some concluding remarks are:

(1) When parameters are with smaller values, the outgoing
reaching probability for L=2 is higher than L=1 at K=1,
(i.e. (PM,K,2]>P[M,K,1]). The increase in d values
(from 0.1 to 0.5) certainly affects the outgoing
probabilities in L-dependent model. So one should be
optimistic and careful in selecting 4 values. However,
the variation of parameter ¢ and 4 both affects the
reaching probabilities and their high values
(e.g.c=0.30rc=0.5,d=0.30rd=0.5) produce a significant
change in them. In three cross bars, there is constant
exponential decay in P [M, K, L] is found. With the
increase of d value this decay process reduces, therefore
the higher value of d is recommended in case of three

pin cross bars,

(ii} InZL-dependent model, the increase in parameter
a plays very important role and has significant impact
on cutgoing probability. -

{iii) The parameter has very important role in

deciding about the probability pattern of outgoing

message, With the increase of ¢ and d values together
produces significant increase in message passing
probability in case of three crossbar setup. When all
values of a, ¢ and d are high i.e. in the range (0.3, 0.6),
the L-dependent model shows better performance in this

case than two-cross bar setup.

@iv) One interesting observation in three crosshar
case is, that for L= 4, The reaching probability is much
higher. So, with the help of proposed model, the hardware
designers of space division switches can design switches,

more effectively & efficiently.
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