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CAARMSAD : Combinatorial Appreach of Association Rule Mining for
Sparsely Associated Databases
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ABSTRACT

Classification based on association rule mining has now
become a very powerful technique of data mining for
extraction of accurate knowledge from very large
databases. First it finds all association rules in a fraining
database then uses these rules to claséify an unknown
object of test database. Support_threshold and
confidence threshold are used to specify the user's
interests. This paper proposes an algorithm CAARMSAD
to mine the association rules in sparsely associated
databases by applying minimum efforts. It uses the
boncepts of combinatorial mathematics to generate only
fhose candidate itemsets whose sizes are up to the
probable size of maximal frequent itemsets. Since
CAARMSAD reduces the large number of candidate
itemsets generations, it is very efficient for association

rule mining in sparsely associated databases,

Keywords : combinatorial mathematics, classification,

association rule mining, sparsely associated databases.

1. INTRODUCTION

Data mining [6, 8] is a popular area of research and
development in computer science nowadays, and
attracting more and more attention of peoples from

different disciplines. Data mining aims to exfract various
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models of hidden and interesting knowledge (i.e. patterns,
rules, trends, ete.) from the databases, where the volume
of a collected database can be measured in gigabytes.
Association rule mining [1, 4, 6, 8] is 2 data mining
technique that aims to identify all association rules in a
given database. An association rule is a typical pattern
that describes co-occwrring relationships among database
attributes. One application of association rule mining is
to define classification rules that will classify database
records. These kinds of association ruies are called
classification association rules or class association rules
or CARs, The process to build a classifier using class
association rules is called associative classification or
classification based on association rules or classification
association rule mining or simply classification rule
mining {2, 3, 5, 7,_ 9, 10]. Sometime it is also referred by
integration of classification and association rule mining

[2] or simply integration of data mining techniques.

Now classification of association rule mining has become
a well-known data mining technique for extraction of
hidden classification association rules. Classification [6}
actually involves two phases; training and test. In training
phase the rule set is generated from the training data,
where each rule associates a pattern to a class. In the test
phase the generated rule set is used to decide the class of

a test data record to which it belongs.

In the past decade, a number of classification based on
association rules algorithins have been developed. Some
most popular algorithms are CBA (Classification Based
on Association){2], CAEP (Classification by Aggregating
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Emerging Patterns)[3], CMAR (Classification based on
Multiple Association Rules)[5], CPAR {Classification
based on Predictive Association Rules){7], Corrclass
(correlated association rule mining for classification)[9]
etc. Each algorithm followed by other performs more
t_&fﬁciently than previous one. But still there Is possibility
to design new algorithms that may perform even with

more efficiency.

Association rule mining algorithm that was designed by
Pal and Jain [13], mines all association rules in a most
efficient manner. The algorithm first finds all candidate
itemsets using a combinatorial method, and then finds
all frequent itemsets from these candidate itemsets.
Subsequently, it uses these frequent itemsets to generate
all association rules in a systematic way. We feel that
this algorithm will work in very efficient manner for those
databases in which there is dense associations among the
items. But it may perform large number of unnecessary
and lengthy computations for those databases that are
having sparse associations among the items. Large
number of unnecessary and lengthy computations may
be in terms of generating all candidate itemsets and
finding their frequency in the database, subsequently

finding frequent ifemsets.

We can overcome this problem if we do not generate those
candidate itemsets whose size is greater than the size of
transactions having support less than min_sup. Also there
is no need to find the frequency of these itemsets in the
database. It is leaving a large number of computations n
finding candidate itemsets and also reducing large number
of comparisons while finding frequency of these itemsets
through physical scan of the database. The fundamental
logic behind this method is that an itemset can never be

frequent if its size is greater than the size of transactions
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having support less than min_sup. In this paper we have

designed an algorithm based on this logic.
2. Association RuLe Minig

Association rule mining is a well-established Data Mining
technique. The objective of association rule mining is to
extract association rules, typically defined according to
the co-occurrences of binary valued attributes, from a
transaction database (D). Let1={al, 22, ...,a,} beaset
of items (database attributes), and T = {T1,T2, ..., Tm;}
be a set of transactions, D is described by T, where each
T, €T contains a set of items I' and I'cl In association
rule mining, two threshold values are usually used to

determine the significance of an association rule.

® Support: The frequency that the items occur or
co-occur in T. A support threshold min_sup,
defined by the users, is used to distinguish frequent
itemsets from the infrequent ones. A set of items
S is called an iternset, where Scl, and V_ €S
co-occur in T. If the occurrence of some Sin T
exceeds min_sup, we say that S is a frequent

itemset.

Confidence: represents how "strongly" an itemset
X implies another itemset Y, where X, Yc I; and
XY = {$}. A confidence threshold min conf,
supplied by the user, is used to distinguish high
confidence association rules from low confidence

association rules,

An association rule X => Y is valid when the support for
the co-occurrence of X and Y exceeds min_sup, and the
confidence of this association rule exceeds min_conf. The
computation of support is: (X\JY) / (total number of
transactions in D). The computation of confidence is:
support (X\JY}/ support (X). Informally, X =>Y canbe
interpreted as "if X exists, it is likely that Y also exists”.
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3, CoMBINATORIAL MATHEMATICS

A combination is an unordered collection of unique
sizes. (An ordered collection is called permutations.)
Given S, the set of all possible unique elements, a
combination is a subset of the elements of 8. The order
of elements is not considered in combinations. (Two or
more subsets with same elements in different orders are

considered as one combination.) For example ab, and ba

represents twe different permutations but only one -

combination i.e. ab or ba. Also elements cannot be
repeated in a combination. Every element appears
uniquely once; they because the combinations are
defined by the set of elements contain this in unordered
manner, For example, aba is not a legal combination; the

legal combination is ab or ba.

A k_combination is a subset with k elements. The
number of k_combinations (each of size k) froma set S
with 1 elements (size n) is the binomial coefficient and

represented as follows:

n!
an =
ki (n-k}!

k_combination is also defined as the k elements taken at

a time out of n elements.

The sum of all the possible combinations of a set S with
n elements can be calculated by adding all the
(_combinations, 1_combinations, 2_combinations, up to
n_combinations. Sum of all the combinations is equal to

2", It can be represented as follows:

nC0+ "Cl+ nC2+. et ITICn= 2"

For example, set S has 3 elements i.e. S =(a, b, ¢). The
set of all possible combinations of Sis C=($, 3, b, c,
ab, bc, ac, abc), i.e. there are total 8 combinations, which

is equal to 2%,
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The above discussion finds the number of combinations
taking k elements at a time out of n elements. It also
finds the total number of all the possible combinations

for which k will vary from 0 to n that is 2"

The elements in cach combination of a set S with n
unique elements can be found as follows: Generate 2°
unique binary patterns. Each binary pattern will consist
an n digits binary string of 0 and 1. Here each digif of the
binary pattern corresponds to a unique element of the set
S i.e. 1% digit of binary pattern corresponds to 1st
element of S, 2™ digit of binary pattern corresponds to
2™ element of S and so on up to n® digit of the binary
pattern. Here, a binary pattern represents a combination
and each 0 in a binary pattern shows the absence of
corresponding element and each 1 shows the presence of
the corresponding elements in that combination.
Therefore, in each binary pattern, the elements having
corresponding binary digits 1's are combined to form the
subset of elements in that combination because each 1 in
the binary pattern represents that corresponding element
to be included in the combination. In such a way we will
find a subset of elements in each combination. It will
produce total 2" subsets {each subset will represent a
combination) that will represent the set of all

combination®

For example, let S = (g, b, ¢) as n = 3, the total numbers
of combinations are 2° = 8, The unique binary patterns

for n= 3 can be represented as:
B = (000, 001, 010, 011, 100, 101, 110, 111)
It gives C,=§, C,=¢,C,=b,C, =be, C,=¢, C, =ac,
C,=ab, C, = abe.
Now C = (9, a, b, ¢, ab, b, ac, abc).

Here C is containing all the possible subsets of

combinations for set S.
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Actually, the combinatorial study tells about the number
of combinations ("C,) to be generated, but it doesn't tells
any thing that how the subsets of these combinations will
be generated. In this section we have explored the
systematic method that generates the subsets of these

combinations.

4. AssociatioN RuLe MninG For  SPARSELY ASSOCIATED

DATABASE

Our algorithm is based on the combinatorial approach,
which is briefly discussed in the section 3, Let there are n
items in the itemset ie. I = (1, I, I;, ... 1), support
threshold is min sup and confidence threshold is
min_conf. The algorithm CAARMSAD is given in

figure 1.

This algorithm, first finds frequency (F,) of all
transactions according to the number of items they contain
in reverse order (line 1-3). Then it calculates its
cumulative frequency (CF,) to find the probable size of
maximal frequent itemset (line 4-7). Now the algorithm
generates the candidate itemsets up to this probable size
(line 8-9). Next it scans the training database to find the
frequency of only these candidate itemsets (line 10-1 1).
It gives all the frequent itemsets (line 12-17), subsequently

all association rules also (line 18-31).

The process can better be understood by following

example.

Example : Let we have a transactional database as

depicted in table 1.

Table 1

Tidl | AL | A2 | A3 | A4 | AS
1. 1§ 0 0 0 1
2. 0 1 0 1 0
3. 0 0 i 1 1
4. 0 1 1 0 0
5. 0 0 0 0 1
6. 1 0 0 0 0
7. 0 1 0 0 0
8. 0 ] 0 1 0
9, 1 0 0 0 1
10. | 0 0 1 0 1
11. [ 0 0 I 0 1
12. § O 0 0 1 1
3.1 0 1 0 1 0
4. | 1 0 1 0 1
5. | 1 1 1 0 1

In above transactional database, there are total 5 unique
items in item set i.e. I = (Al, A2, A3, A4, AS5). Let we

have the min_sup = 3 and the min_conf = 70%.

Step 1. Frequency table will be as follows:

No of

Frequency
tems k F
5 0
4 1
3 i
2 9
1 4

Figure 1: The ARMSAD Algorithm
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ALGORITHM:

Step 1. Find frequency table Fy, i.e. frequency Fy of k-items in the training database (n 2k 2 1).
1. Arrange the frequency table in descending order according to number of items in itemset.

2. SetF,=0,forallksuchas(nzk=1). .
3. Scan database one by one record and if a record contains k-items increment corresponding F.

Step 2. Find cumulative frequency table CF,.
_ 4. Caleulate cumulative frequency CFi.

Step 3. Find the size of the itemset such as any super-itemset cannot be frequent

5. k=m
6. while (CF, < min_sup) k=k-1;
7. m=k;

Step 4. Find candidate k-itemsets C, (0 sk s m); i.e. Cp, Ci, Gy, . Cne
8. Generate 2" unique binary patterns.
9. In each binary pattern, there are k numbers of 1 and if (k m) then combine these
corresponding k items to form k-itemset and add it to C,.

Step 5. Scan database D to find the frequency of each itemset of Cy (0 < k <m).
10. Read a record from database D.
11. If an itemset Cy (i k-itemset of Cy) is contained by the record, increment its corresponding
frequency counter Fy; (1 <k <mand 1 <i<"Cy).

Step 6. Find all frequent itemsets i.e. L, Ly, Ls, ... Ly from Cy, Cp, G, ... C (k= m).
12. k=1,
13. Do {
14, For each Cy;, if (Fi; = min_sup) then add this C;and its Fyto Ly (1 sk<m & 12i<°Cy)
15. k=k+1;
16. } While (L, # null}

17. k=k-2;
Step 7. Generate association rules and prune also.

18. i=2;

19. while (i<k) {

20. i=1

21, do {

22 generate 2 unique binary patterns for j* " temset of L, Le. Ly

23, for each binary pattern (2 to 2' 1)

24, { form rule of the form (all items having value 0 with A operator)[say
A] = (all items having value I with A operator){say BJ;

25, find confidence of the rule i.e, confi (A = B) =F(A w B)/ F(A});

26. if (confi (A = B) = min_conf) then add this rule to association rule
set ARS with their confidence;

27. }

28. i=ith

29. } while (Lij = null)

30. i=i+1;

3L }

Figure 1: The ARMSAD Alporithm
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Step 2. The cumulative frequency table can be

calculated as under:

No of | Frequency | Cum Freq
items k Fy CFy

3 0 0

4 1 i

3 1 2

2 9 i1

1 4 ‘15

Step 3. Size of the itemset (such as any super-itemset

can't be frequent) is:

m=2,

Step 4. There will be 6 candidate itemsets ie. C, C,
C, C, C, C,. The 2% unique binary

combinations are as follows:

00000, 00001, 00010, 00011, 00100, 00101,
00110, 00111, 01000, 01001, 01010, 01011,
01100, 01101, 01110, 01111, 10000, 10001,
10010, 10011, 10100, 10101, 10110, 10111,
11000, 11001, 11010, 11011, 11100, 11101,
11110, 11l

The above pattern will generate the following candidate

" osets.

C,= (9,
C, = (A1,A2, A3, A4, AS),
C2 = (A1A1= A1A3, A1A4, ALAS,

A2A3, A2A4, A2AS5, A3A4,
A3AS, A4AS).

Step 5. Scan of database D will produce the frequency

of itemsets as follows:

C,= (9)

C,=(Al/5,A2/5A3/5,A4/5,A5/9),

C,=(A1A2/1,A1A3/2,A1A4/0,
AlAS5/4,A2A3/2,A2A412,

A2AS/1,A3A4/0,A3A5/ 4,
A4AS/2).

Step 6. The above candidate itemsets will generate the

following frequent itemsets:

L =(Al/5A2/5A3/5,A4/5,
A5/ 9),
L,=(ALAS/4,A3A5/ 4).

Step 7. Finally, the association rule set will be as

follows:

ARS = {(A1=>'A5, 80%),
(A3 =>AS, 80%)}.

5. EvaLuaTioN OF CAARM ALGORITHM

Association rule mining is a complex method of
knowledge discovery process. The most complex and
time-consurning part of the association rule mining is
finding of frequent patterns or itemsets, because it
requires the physical scan of database. Various
algorithms have been discovered in last several years to
find all the frequent itemsets (and association rules also)
in very fast manner. Some of the most popular
algorithms are Apriori [1] and FPTree [4] etc. Apriori [1]
needs at least k number of database scans and also
complex join and prune operation after each scan to find
all frequent 1_itemsets up to maximal frequent
k_itemsets. FPTree [4] needs two number of database
scans, and it also creates a complex tree structure in
memory to store items and their frequency. Each time, a
complex tree traversal is needed to find a frequent
itemset. For very large databases, some time it is difficult

to store the tree in the memory.

CAARM [13] overcomes with these problems and mines
the association rules in the fastest manner. The most

beautiful feature of CAARM is that it scans the database
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only once to find all association rules. It also doesn't
needs any new structure to be designed or other data
structure is used to store the items in the memory during

the process. It also generates the pruned set of rules.

In sparsely associated databases CAARMSATD works
better than CAARM, as it generates only those candidate
itemsets whose size is up to the probable size of maximal
frequent itemsets. Since any super itemset of maximal
frequent itemset can never be frequent, therefore they are
removed in the candidate ifemset generation step. Large
databases will have large number of items (let n) in its
iltemset, subsequently very large number of candidate
itemsets (combinations i.e. 2"). Out of these 2" candidate

itemsets only several itemsets will be frequent.

Let m be probable size of frequent itemset, the
CAARMSAD generates only 2™ candidate itemsets and
removes 2° - 2" candidate itemsets in candidate itemset
generation step, Since m is small quantity in compare to
n for sparsely associated databases, subsequently 2™ wil
Abévery small to the 2", Therefore CAARMSAD reduces
ﬁ" - 2™ number of candidate itemset generation,
subsequently finding the frequency of these itemsets in
the Héim'ng database. It shows that CAARMSAD saves
(2"-2m, which is a very big amount and are involved in
CAARM, It means our algorithm will be faster with this
difference to the CAARM.

6. CoNCLUSION

This paper proposes a new and efficient appreach of
association rule mining for sparsely associated databases.
Tt uses combinatorial mathematics to generate only those
candidate item sets whose size is up to probabie size of
maximum frequent item set. In this way it saves a lot of
efforts in generation of frequent itemsets and

subsequently in generation of association rules also.
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Generation, therefore it will be very efficient in
compared to. Since a lot of efforts are reduced in
association rule set other approaches available so far,

especially for the sparsely associated databases.
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