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Nowadays, different kinds-of processors are appearing
in the business market, therefore it is necessary to judge
_ the performance of the processors over the different kinds
of programming languages. In this conteig the present
paper deals with the evaluation of the performance of
" Pentium IV architecture which is widely accepted in the
global business market & performance is computed for
object oriented programming languages. The main
objective of this paper is to select the best object oriénted
programming language for long computations available

in the software codinig. A well known popular approach

of modeling i.e. Unified Modeling Language (UML) is -
used for the design of Pentium IV processdr- architecture. -

- UML Class, Sequence and Activity diagrams are desigued-. :

Oriented programming languages namely C#, Java and
Visual C-++.
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1. RELATED WORK

UML [1] is a powerful modeling language used to

represent the research problems visually. A lot of literature

is availa‘t}:le on modeling problems by the use of UML,

but limited research papers are reported in literature on

applications of UML in the field of coinputer a:chi\tecture
“problems. By the use of UML, software and hardware
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" architecture problems can be easily solved and

pérformance can be judged after modeling of that
problem. Real time system based on UML is described
by Selic and Rumbaugh {2]. The firstrepresented of UML
in the field of telecommunication sector is described by
Holz [3}. Drozdowski [4] explained a technique to find
out the execution time for distributed application. In [5],
tools and techniques for performance measurement of
large distributed multi agent system are explained.
Architecture of Pentium IV is reported by Alemm Hinton
(6]. The computer architecture models which can be used

for the further research work are available in [7]. The

- UML application is also done on web based application.
- One of the important papers on this is [8]. UML based
- Vehicle control syste#n is-also reported in the literature

“and comparisoﬁ‘ is represented-among the different object -~ = by Walther:et al. [9]. OMG is an-imhortant active group

for inventing the different versions of the UML. The
research papers on these are (10, 11] in which group
describes the UML diagram based on XML Meta data

specification. Performance modeling and prediction tools

" for parallel and distributed programs are described by

Planna et al. [12, 13] and these papers also describe
customizing the UML for modeling performance oriented
applications. Recently Saxcena et al. [14, 15] proposed
the UML model with performance evaluation for the
multiplex system for the process which are executing in
the distributed environment and UML model with
performance evaluation of the Instruction Pipeline model,

respectively.

2. BACKGROUND
Let us first explain the process which may be the group
ar block of instructions of program, macro, sub programs

and subroutines. For defining the process, there is aneed
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of the processing element. The processing eleinent i IS

defined as a stereotype and generally used to handleée‘

concurrent process executing in the parallel and

distributed environments. The famous approach to handle-

the concurrent processes. is Torus Topology [7]. The
following figure 1 shows the definition of processing unit.
The Class Diagram of process is represented in figure 2.

Base Class

X

- <<stereofype>>
processmg unit

process_id :integer
process_type . istring
process_cardinality :integer

‘Figuare 1 : Representation of Processing Unit

<<processing_unit>>
process_id : integer
process_size : integer

process_in_time : string
process_out_time : siring
process_priority  : integer

process_create()
process_delete()’
process_update()
process_join{)
process_suspend()
process_synchronize()

Figure 2 : UML Class Definition of Process

The instance of the process is defined by the use of abject

xyz which is shown in figure 3.

<<processing_umit>>
XyzZ:process

Figure 3 : Instance of Class
The set of the instances of the class process is modeled
by the use of multiple objects which is shown below:

[

<<processing_unit>>
_iprocess

Figure 4 : Multiple Instances of Object

In process shows thie name of multiple objects. By the,
use of above definition of process, in this paper, blocks.
of instructions are considered as a process and three types
of object oriented language namely VC++ C# and JAVA
are selected for judging the performance of these object
oriented software programs for the blocks of instructions
on the Pentium IV processor architecture, which is widely
accepted processor architecture by software Industries. -

- C# is an Object Oriented programming language
developed by Microsoft as part of NET initiative. It is

applicable for writing application in hosted and embedded
systéem. VC++ is also an integrated development
environment developed by Micrasoft. It uses Microsoft
Foundation Class Library (MFC) standard, which wrap
the Windows API in C++ classes and provides a default
application framework. On the other hand, Java is an
object orie_ntsd language and many of the sofiware designs
are coded with the help of the Java language. Inthe present
paper the performance of these three programming:,
Ianguages is observed on the Pentium IV archltecturef-'
system by proposing a model throigh the UML. The mam'
aim of this paper is to select the best object orlented
programming language for writing the software codes for
long computations purpose Wwhich also saves the exscunon
time. The somplete UML Diagram is designed for

execution of instructions of a program. UML class

_ diagram, UML sequence diagram and UML act1v1ty

diagram are also given in the paper

3. UML MopeLING OF PENTIUM IV

Let us consider the Pentium IV processor architecture as
shown in figute 5 which is easily available in the market
and 'wi_dely used by the software Industries. In this

architecture, _th_e fo_Ilqwing— are the four major sections:

a) In Order Front End .

It is a part of machine that fetches the instruction that is .

to be executed next in the program and prepare them to

be used later in the machine pipeline,
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b) Execution Eagine

Tn this part instractions are prepared for execution. It has
several buffers which are used for smooth and reé:"de‘r
the flow of insfructioﬁ and optimize performance as they
g0 down to pipeline. . o

¢) Integer and Floating Point Execution Unit .

~ In this part instructions are actually executed. It has
register file which stores the integer and floating point
data operand value, and L1 data cache stores most load

and store operation.

d) Memory Subsystem
1t includes L2 Cache and system Bus, L2 Cache stores

both Instruction and data that cannot fit in the execution

trace cache and L1 data Cache. Trace Cache is primary
or L1 Instruction cache of Pentium IV processor it delivers
pops to the Out of Order Execution Logic. Most
instructions in a program are fetched and executed from
- 'the traéé cache. When there is trace cache miss then the -
net burst Micro architecture fetch and decode instruction
from level 2 (1.2) Cache. The executed and trace cache
takes the already decoded pops. When the complex
instruction encountered the trace cache jump into the
microcode ROM which then issues the pops needed to
complete the operation, After completing the work Front
end of machine resumes fetching jtops from the trace
cache. Then instruction executes in double clocked ALU

and produces required result.

1 System Bus _ i l Level 1 data cache ] I
| Busumi | - ¥ .
. $ ] P - I ‘Bxecution Unit System . J
|,_qu2cmme_ I. . ;hﬂqgrandFT
’ . Execution Unit
5  Memory Suﬁsystem . /\‘
'3 L4 V-
l Fetcthecbde l ‘ Trace Cétch_ - Qut of order exccution Retirernent
3 Microcede Rom > logic
BTB /Branch Prediction . ) l ‘ "
Out of Order Engine (Execution Engine
In Order Frent End gine (R e )

Figure 5: Representation

A. UML Class Meodel
- For the above Pentium IV architecture, UML class madel

'is designed and shown in figure 6 which has following
major classes- namely Process, Cache, L2_cache,
L1_cache, Tc_fetch,
Memory_Queue, Float_Queue, ALU,Scheduler,

Trace_cache, Queue,

of Pentium IV Architecture

Resource_alloc, Microcode_ROM, Int Register_file,
: Float_Register_ﬁlé, Check branch, Instruction_Decoder,
int__scedular, Float_schedular. Ih this class diagram
initially process is cached by the cache class which is
inherited" into the L1_Cache and L2 cache.

Instruction_Decoder is used to decode the instructions
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one by one and Trace catch is used to load into .

Trace_catch, Tc_Fetch is used for fetching mstruc%n
from Trace_cache and also check the branching in the
set of instructions, if instruction is complex Microcode _
ROM is used to execute the instruction then load into -

Queue after allocating the resources, if instruction is

simple then it goes into the Queue according to their

' type aﬁer allocating resources. Scheduler is used to

scheduIe the instruction according to their type and as
per ava.llabihty of processes Arithmetic Logic Unit (ALU)
class is designed to execute the instructions, then resuit
is store in L1_cache: Same procedure will be repeated

for the next set of instructions.

..___'_. process 't cache ,-1——1——— mstruction Decuder
e 1
1 i1 .
I L2_ cache f Lu_mm_ , ] Trace. _ cachs |
; ] e K] 3

1l : :
Chack [ . i - E:
I - ranc |..._..l e '“lfa%‘ l ,__I Micreode . _ ROM I
I Resource  -_ afloc |_1_.._.._r1
| Schedular I' u 1 ! 1@2&7 |
10 = 1] . . ; , 1 1
unt _ Schedular | l Float Schedular | IJ“"WW Qusus | Float " Quewe ‘I
: 1 4 i o
: 1 . 1
_____[ i _Reg _flo I L Flost _Reg _fie _]
1 |———AI E
i ' L ALY 11—-—1—| L1_cache" —]

B. UML Sequence Diagram

For the Pentium IV architecture, sequences of instructions
to be executed are arranged by means of a sequence
diagram which shows the dynamic behavior of the

modeled Pentium IV architecture and shown below in

Figure 6 : UML Class Diag;_'am kfor Execution.of Process

ﬁgure 7. In this diagram one can see that how messagc

passing takes place among the different objects like

Process, Cache, Instruction_ Decoder, Tc_fetch,

Resource_Alloc, Queue, Schedular, Register_filé, ALU.

From the diagram one can compute the time that is used

for execution of block of instructions.

[mmnw._” au |

I lead Insfructon IDnmdn

i
. ! =
| : |=.
: -y -k
Fatch Ak ]

Y PR ———

Figure 7 : UML Sequence Diagram for Execution of Process
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C. UML Activity Diagram designed and shown below in figure 7. This diagram

For the execution of processes through Pentium IV shows the steps involved in executing a program under

architecture, an activity diagram for process execu onis Pentium IV.

?

¢ Block of instruction of procass )
Fatch the process 1 >
¢ decods the set of Insiructions I >
(loat into Tracs cacho _I D
¢ Microcoda . TTRoM oy s
s Cacmsiancn =
. Felch nstruction )———J :
) Cff%wmemmwmw ' __;::)
((Goto the Queus acoarding thelr type . ' ' )
¢ Schedule lhe nstuuction l )
( Exetation in ALV | >
E loadin L L _ cache )
z “Figure 8% UML Activity Diagram Process Execution for Pentium IV
4; NUMERICAL EXPERIMENTS languages namely C# and Java. Therefore, Visual C++ is

‘ Tojudgetheperformancedfobj‘ect'orientedpirogramming:‘ .~ recommended on-Pentium IV. for long computations. - .
languages like C#, VC++ and Java oﬁ_ the'Pe_ﬁtiuni \4 :  These results which are rec'orded.:in-the table 1 are also
processor architecture, it is necessary to pheék.lthe depicted graphically and shown in the figure 9 and 10 for
performance of the designed UML model for Pentium 10, 102, 10%and 10¢, 10°, respectively.

TV processor architecture. Let us consider a sequence of Table 1 : Recorded Execution Time for C#,
instructions varying from 10', 102, 10%, 10* & 10° lines of VC++ and Java

codes are to be executed in the five run and results are Time in Milliseconds
reported by taking the average technique. The following : Ligzsﬂeof

table 1 gives the total execution time of three object ; Cit - VC+H JAVA
oriented programming languages and time is recorded in 5
milliseconds.C#, VC++ and J aYa oriented software 10 15 9 2
languages for executing a program of different sizes under ‘

. Pentium IV processor are sp'écially considered since il_ze 10° 31 13 15
most of thé software compahies are develop.ing the 10° 203 155 157
applications by writing software codes in these languages.

From the table 1 it is found that for the long computations 10° 1178 790 1003
on Pentium IV, Visual C++ execution time is lesser in ' :
10° | 11875 4 10937 11762

comparison of the other two object oriented programming
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Execution time of C#,VC+tand java

250
@ = 200
g'g mC#
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38 10 e |
gz 1 JAVA
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10 100. 1000
No of Lines In a code

N

Figure 9 : Execution Time for 10:10° and 10° LOC

Execution time of C#,VC++and
Java for 10000 and 108000 lines

Execution Time
{millseconds)

10000
Noofilnas in a ¢code

-. l_f"igure 10 : Execution Time for 1¢* & 10° LOC.

5. CONCLUSION

From the above vgofk itis concluded that UML modeling
which is wide_ly_,'. used};fbyr the scientists)freséérchers is
excellent modeﬁﬁ"g" léﬁgédge' used to 'Vrep‘rese-nt the
scientific problem \?is:.ﬁally;- The produced UML design
for the Pentium I'V architecture is an efficient and different

-

kinds of object oriented programming languages are

tested or this architecture and found that for long -

computations Visual C++ programming language is
- recommended. The software industries can design the

code on Pentium v ar éhitec’ture;by the use of Visual C-H-_ :

The present work further can be extended in the direction -

of judging the’ péffor;nénce of other processor
architectures; day by day coming into the business market
around the globe; and can be tested o the multiple object

oriented languages.
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