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ABSTRACT

Early detection is an important and promising medical
activity to improve the chances of survival of the pafients.
Classification of Breast Cancer using various Neural
Networks is performed and their results are compared in
order to identify the network suitable for distingnishing
between a benign and a malignant one. A Probabilistic
Neural Network (PNN) for breast cancer classification
producing accuracies up to 98% and a Back Propagation
Neural Network (BPNN) having two output neurons are
proposed and their accuracies are being compared with
existing BPNN having one output neuron, the Radial Basis
Function (RBF) Networks, the Learning Vector
Quantization (LVQ) networks and also with Adaptive
Neuro Fuzzy Inference System (ANFIS). Wisconsin
Breast Cancer Diagnosis {(WBCD) dataset is used for

training and testing of the proposed neural networks.

Index Terms—BPNN, PNN, Breast Cancer Classification.

I. INTRODUCTION

REAST CANCER is the fifth most common cause of
cancer death and is one of the maj 6r problems faced during
the medical diagnosis. In 2009, approximately 40,000
women are expected to die from breast cancer, while

roughly 192,000 women are expected to be diagnosed with

the disease. Mammography being one of the widely used

techniques causes possible thireat in increasing cancer risk

due to exposure to low-dose ionizing radiation.

Early diagnosis of this disease is an important and
promising medical activity to improve the chances of

survival of the patients. Butthe problem in medical science

is that the diagnosis of disease is based upon various tests
performed upon the patient which in turn leads to several
test results. When several tests are involved, the uitimate
diagnosis may be difficult to obtaiﬁ, even for a medical
expe:rt. This has given rise io computerized diagnostic
tools intended to aid the physician in making sense out of

the confusion of data.

Breast cancer diagnosis has been a typical machine
Jearning benchmark problem for many years and has been
dealt using various machine learning algorithms. Artificial
Neural Networks are computer algorithms that are
typically employed to classify a set of patterns into one of
several classes. The classification rules are not written
into the algorithm, but are learned by the network from
examples [4, 6-8). Different Neural Network algorithms

were proposed as a solution, a few decades before.

In the existing approach, the LVQ and the ANFIS used
for testing WBCD dataset yield an accuracy lesser than
08%. The BPNN with only one output neuron produces
better accmacie§ énly for some particular combinations
of BPNN architectures [1]. In this paper, our work is to
propose neural networks suitable for classiﬁcation‘ of
breast cancer producing accuracies better than the previous
works, PNN and BPNN with two output neurons proposed
in our work produces reasonable and better accuracies

when compared to the existing approaches.

2. TECBNIQUES

A. Basic Architecture

_The basic architecture for classification of breast cancer

is shown in figure 1.
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Figure 1 : Basic Architecture for
Identification of Breast Cancer

In this architecture there are three layers namely input
layer, hidden layer(s) and output layer. The PNN used for
classification contains only one hidden layer. The BPNN
consists of two hidden layers with four different hidden

neurons in hidden layer T and 2[1).

B. Probabilistic Neural Networks

A Probabilistic Neural Network (PNN) is predominantly
a classifier and can map any input pattern to a number of
classiﬁéations. Probabilistic Newral Network is trained .
and tested for the WBCD dataset with different spread
values. The dataset is trained by having benign as class 1
and matignant as class 2. The testing results obtained after
applying the testing dataset to the PNN should also have

benign as class 1 and malignént as class 2.

C. Back Propagation Neural Networks

In the Back Propagation algorithm with one output neuron,
the dataset is being trained by having output neurons with
values 2 for benign and 4 for malignant. The testing results
are thus obtained finally by setting a threshold value of 3.

If Yi(t) < 3, itis benign
Y.y > 3, it is malignant
(1)
“where, i =110200.

The proposed Back Propagation algorithm with two output

neurons have one of its output neuron trained with value

2 for benign and 0 for malignant and after testing, the
first output neuron for benign is obtained by having value
1 as threshold.

If Yu(t) > 1, it is benign

‘ @
where, [ =1to204).

The second output neuron is trained with 0 for benign
and 4 for malignant. The second testing output is classi-
fied by setting threshold value of 2 and second output
neuron is obtained for malignant,

If Yu(t) > 2, it is malignant

. (3)
where, i =1t0200.

In our proposed network, the two output neurons either
have 0 or a value 2or 4 for benign and malignant
respectively. In the existing network, the output neuron
has 2 for benign and 4 for malignant where the range of
values between 2 and 4 is less. Whereas in our proposed
architecture, the range of values between 0 and 2, and the
range of values present between 4 and 0 are more resulting

in better accuracy for classification.

3. Dataset

A. Collection of Dataset

The source of data is Wisconsin Breast Cancer Diagnosis
(WBCD). The data set consists of 699 instances, of 699
clinical cases. There are 9 attributes per instance plus the
class attribute and the sample code number. Each instance
contains 11 attributes of which we use only 9 attributes as
input to training and testing. Each of the instances has to
be categorized into either of the two categories: Benign
or malignant. This categorization is done by the value in

the class attribute, 2 for benign and 4 for malignant.

B. Removal of instances with missing attributes
Out of the 699 instances, value of one attribute is missing
in 16 instances. Therefore 16 instances have been left out

while using this data set. So, 633 instances have been used
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out of which 483 have been used for training the networks
and 200 instances have been used for testing plgposes.
Of the 699 instances, we have 458 benign and 241
malignant instances and in these there are 14 and 2 missing
instances respectively resulting in 444 benign and 239
malignant instances which yield 683 instances when

summed up.

C. Datu Splitting into Training and Testing dataset

After the removal of instances with missing attributes the
444 benign instances can be segregated as 314 training
and 130 testing instances i.e., 70.72% of 444 yields 314
training and 29.28% of 444 yields 130 testing instances.

314 training

L~
™Al 130 tasting

) # 169 tralining
4 70 testing

Figure 2 : Data Splitting

444 vonign

683 Instancas

239 malignant

The 239 malignant instances can be segregated as 169
training and 70 testing instances i.e., 70.72% of 239 vields
168 training and 29.28% 0f 239 yields 70 testing instances.
The data splitting is represented in figure 2.

4, PARAMETERS

A. Parameter for PNN

The parameter, spread value is being varied in this
Probabilistic Neural Network. The range of variation is
from 0.4 to 2.0. The variation is made in steps of 0.01 and

their accuracies are noted.

B. Parameters for BPNN

~ The BPNN is performed maiﬁly with 4 combinations of
number of hidden layers as 15(10+5), 20(10+10),
25(17+8) and 30(18+12). Then for each architecture the
learning rate is varied from 0.05 to 0.07 and for each
learning rate the momentum factor is varied from

0.2t00.8, -

V. SiMuLATION RESULTS
A. Simulation Results for PNN and its Comparison with
LYQ and ANFIS

The parameter spread value is varied from 0.1 to 10 in

incremental steps of 0.1. We say this as first depth process

of PNN. Then the accuracies obtained for first depth is

given in table .

Then parameter spread value is varied from 0.4 to 2 in
different incremental steps to calculate better accuracy

for classification. We say this as second depth process of

PNN. Then the accuracies obtained for second depth is

given in table II.

Table 1 : Results for PNN (First Depth)

Spruud Vaiue Ac:urucy in pgroontage

0.1 125
0.2 85.5
0.3 915
0.4 975
98.0
975
975
97.0
95.5
855
95.0
93.5
91.0
88.5

o
tn
WO~ Rt =W T,
o

—
(=]

From table I, it is noticed that the PNN gives 98% accuracy

for spread values ranging from 0.5 to 1.8,

Fable 2 : Results for PNN (Second Depth)

Sprnad anun Accuracy tn porcentage

0.41-0.48 975
0.494 915
0.485 98.0

05-1.86 98.0
1.864 98.0
1.865 97.5
1.87-2 97.5

From table II, the value at which the accuracy changed

from 97.5% to 98% is significant.
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Table 3 : Comparison of Results for PNN

with LVQ and ANFIS {
Nu:wnrk A::uracy in parcentage
PNAN 98.0
LvQ (1] 918
ANFIS 1] 89.5

The accuracy obtained for breast cancer identification
using our proposed PNN is better than the accuracy of
existing LV} and ANFIS networks and is represented in
the table IfI,

B. Simulation Results for BPNN having two output neuron
and its Comparison with BPNN having one output neuron
The simulation results of BPNN with one output neuron
are compared with results of BPNN with two output
neurons. The algorithms used for simulation are traingdm,
trainbfg and traincgp. The simulation is performed by
applying the testing dataset to the BPNN, whose weight
matrices are averaged weight values obtained after 100
iterations of training. The simulation results for BPNN

using traingdm algorithm consists of four different

combinations of hidden neuvrons. Each combination is

varied for various learning rate and momentum factor. The
simulation results for 15 hidden neurons with traingdm

are presented in table IV.

Table 4 : Results for BPNN with Traingdm

for 15 Hidder Neurons
Accuracy n Accurul:y In

Lnnrning Mum antum percantageo for porcentags for

an Fn:tnr BPNN with 1 BPNN with 2

output nauron oulput neurons
0.05 0.7 99.0 89.5
0.05 0.8 94.0 98.0
0.06 0.2 98.5 980
0.06 03 96.0 94.5
0.06 0.4 970 - 96.5
0.06 . 0.5 98.5 g7.0
0.06 0.6 §7.6 98.0
0.06 0.7 88.0 98.0
0.06 0.8 99.0 99.0
0.07 02 99.0 97.5
0.07 0.3 95.0 g8.0
0.07 0.4 99.0 99.0
0.07 0.5 100 98.5
0.07 0.6 96.5 95.0
0.07 0.7 100 91.5
0.07 0.8 975 - 99.0
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From table IV, we see that the average percentage of ac-
curacy obtained from the 16 different combinations of
learning rate and momentum factor for BPNN with one’
output neuron is 97.2% whereas we get 97.6% for BPNN

with two output neurons.

Table 5 : Results for BPNN with Traingdm

for 20 Hidden Neurons
A:curacy in A:curncy in

Laurnlng Momantum percantage Tor parcentago Tor

Rnte Factor BPNN with ‘] BPNN with Z

QULPUL heuron OULHUT neurons
0.05 0.7 65.0 96.0
0.05 0.8 65.0 955
0.06 0.2 82.0 9.5
0.06 0.3 9.5 88.0
¢.06 0.4 T 995 87.0
.06 0.5 98.5 6.5
0.06 08 75.0 100
0.06 0.7 97.0 99.0
0.06 0.8 99.5 98.5
007 0.2 98.5 97.0
0.07 0.3 94.5 88.0
0.07 0.4 65.0 85.0
0.07 0.3 99.5 85.5
0.07 0.6 §5.0 99.0
0.07 0.7 98.5 96.0
007 0.8 100 98.0

The simulation results for 20 hidden neurons with
iraingdm are presented in table V. From table V, we see
that the average percentage of accuracy obtained for
BPNN with one output neuron is 87.6% whereas we get

97.8% for BPNN with two output neurons.

From table V, it is clear that the accuracy obtained for
classification of breast cancer using BPNN with two output
neurons is better when compared to the results obtained

from BPNN with one output neuron.

The simulation results for 25 and 30 hidden neurons with

traingdm are presented in tables VI and VII respectively.
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Table 6 : Results for BPNN with Traingdm

for 25 Hidden Neurons /
Accuracy in Accuracy in

Lnurnlng Mumentum percantagé ror percentage ror

Ral‘.ﬂ Facv.or BPNN with 1 BPNN wimz

Qutput nauron Qutpul NGUrenE
0.05 0.7 98.5 915
005 03 98.0 895
0.06 0.2 98.0 95.5
006 03 ‘ 99.0 98.0
0.06 04 570 985
0.06 0.5 96.0 285
0.06 0.6 97.0 81.0
0.06 0.7 96.5 93.0
0.06 8 915 98.5
G607 0.2 21.5 96.5
0.07 03 92.0 99.0
007 04 95.5 96.5
007 0.5 850 95.0
0.7 0.6 98.0 98.0
Q.07 0.7 98.5 83.5
0.07 0.8 100 36.5

From table VI, the average percentage of accuracy
obtained for both BPNN with one output neuron and two

output neurons is 97%.

Table 7 : Results for BPNN with Traingdm

for 30 Hidden Neurons
Accurucy in A:curct:y in

Loornlng Momuatum porcaentage for porcuntagu for

Racs Fuctor BPNN with 1 BPNN with 2

output nauron output nauron
0.05 0.7 89.0 95.0
0.05 038 65.0 95.5
0.06 0.2 915 940
0.08 03 955 985
0.08 0.4 98.0 a8.0
0.06 05 93.5 98.5
0.06 0.6 98.5 97.5
0.06 C.7 85.0 84.5
0.06 0.3 40.0 95.5
0.07 0.2 98.5 9590
0.07 03 98.5 975
0.07 0.4 98.5 86.5
007 04 925 96,5
.07 08 96.5 945
0.07 0.7 93.0 870
0.07 0.8 5.0 98.0

From table VII, the average percentage of accuracy
obtained for BPNN with one output neuron is 87.5% and

for two output neurons is 96%.

The simulation results for four combinations of hidden
neurons using trainbfg and traincgp algorithms are

presented in tables V1T and IX respectively.

From table VHI, it is observed that the accuracies for the
classification of breast cancer using BPNN with two output
neurons are either increased or maintained when compared
to the BPNN with one cutput neuron due to the flexibility

in range of output neuron values.

The average accuracy obtained for BPNN with two output
neurons using trainbfg algorithm is 98% which is better
than 89.2% accuracy obtained for BPNN with one output
Neuron.

Table 8 : Resuits for BPNN with Train
BFG

N Accurucy in Acqurncy in
umbar af

porcantagao for porcantage for

S:::s BPNN wien 1 SPNN wien 2
Qutpul‘. ADUron ﬂutput naurons
3 565 530
2 55.0 975
75 97.0 975
30 9.5 38.0

Table 9 : Resuits for BPNN with Train
CGP

Accurncy in

N o . Accuracy In
umber ol

percantaga Ter
Hiadan

parcancago for

BPNN witn 1 BPNN with 2
Naurons
OULPUL NBUron outpul naurons
15 97.5 975
20 98.0 98.0
25 96.5 98.5
30 25.5 98.0

Using traincgp algorithm the average accuracy obtained
for BPNN with two output neurons is also 98% which is
better than 97.1% accuracy obtained from BPNN with

one output neuron. This is shown in table IX.

6. CoNCLUSION

The neural network based classification of breast cancer
is more effective. On an average, the accuracy for
classification of breast cancer using BPNN with one output
neuron is 92.5%. For the same classification PNN gives
95.8% and BPNN with two output neurons gives 97.1%.
Thus we conclude that, BPNN with two output ncurons
using traingdm algorithm outperforms BPNN with one
output neuron, PNN, LVQ and ANFIS. In particular,
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BPNN with two output neurons having 20 hidden neurons

is best suitable for classification of breast cancer.
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