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ABSTRACT

Data ‘mining is the extraction of hidden predictive
information from large database. Classification is a data
mining {ask that takes a large collection of examples from
multiple groups as inputé and identifies the characteristics
patterns or property for each group. One common
approach to c]éssiﬁcation is to use decision free. Decision
tree classification method has emerged as the essential
knowledge .acquisition procedure which follows the
machine learning strategy, ‘leamning from examples’. In
this paper we perform a comparative study of the
performance of the decision tree classification algorithrns
C4.5 and C5. C4.5 algorithm constructs the decision
tree with a ‘divide and conquer’ strategy. C5 algorithm
uses the concept of gain to produce a claésiﬁcr in the
form of decision tree according to the previously chosen
classification. These two algorithms are applied to the
large data set ‘adult’, obtained from t_he UCI Machine
Leérning Repository, which is used to predict the

individual’s income.

The result indicates that C5 algorithm has a higher

performance rate when compared with C4.5 algorithm.
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1. INTRODUCTION

Data mining automates the detection of relevant patterns
in a database. It uses weil established statistical and
machine learning techniques to build models that predict
some behavior of the data. It is the extraction of hidden
predictive information from large databases [3]. Some
of the functionalities of data mining are characterization,
discrimination, classification, prediction, mining frequent
patterns, association and correlations. Classification is a
process of finding a model that describes and
distinguishes data classes or concepts, for the purpose of
being able to use the mﬁdei to predict the class of objects

whose class label is unknown[2].

The main objective of this paper is to compare C4.5 and
C5 algorithms on the large data set *adult’ obtained from
the UCE Machine Learning Repository, which is used to
predict the individual’s income. The classification model
begins with the categorization of the classes of data
objects. It is in the form of classification rules, decision
trees or formulae. The model used in this paper prédicts
the percentage of U.S citizen who are above 30 years,
with master or professional school or doctorate degree
and work in the private or self-employed have income

more than 50K or less.

In section 2 we provide an introduction to decision tree.
Description of C4.5 and C5 algorithms are given in
section 3 and 4 respectively, description of the dataset is
given in section 3, evaluation performance of the classifier

is pravided in section 6, result of the paper is elaborated
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in section 7, and finally the conclusion of the paper is

provided in section 8. -
2. DecisioNn TREE

Decision tree is a classification scheme which generates
atreeand a set of rules lrepresenting the model of different
classes, from a given dataset. It is a flowchart-like tree
structure, where each internal node (non-leaf node)
denotes a test on an attribute, each branch represents an
outcome of the test, and each leafnode {or terminal node)
holds a class iabel. The construction of the decision tree
does not require any domain knowledge [2]. 1t can handle

high dimensional data, and provide good accuracy.

One of the decision tree construction algorithms is ID3
' (Iterative Dichotomizer 3). It is conceptually simple but
powerful classification algorithm [7]. In ID3 each node
corresponds to a splitting attribute and each arc is a
possible value of that attribute. At each node the splitting
attribute is selected to be the most informative among
the attributes not yet considered in the path from the root.
This algorithm uses the criterion of information gain to
determine the goodness of a split. The attributes with
greatest information gain is taken as the splitting attributes
and the dataset is split for all distinct values of the
attributes [1]. The main component of the ID3 algorithm
is selecting which feature to test at each node in the tree,
The resulting tree is used to classify future samples (3]
The leaf nodes of the tree contain the class name and the
non-leaf node is the decision node, which is an attribute
test with each branch (to another decision tree) being a
possi:}.Jle value of the attribute. ID3 uses a statistical
property, called gain, which helps to select the attribute

as a decision node.

Information gain is defined in terms of entropy which is

_given by the following equation

Entropy or Info (3) = -p log.p, - p,log,p, (1)

Where p, denotes the proportion of the positive examples
and p, denotes the proportion of the negative examples
in 8. We can find the expected information as weighted

sum over the subsets, as

“Info (S, A)=(8]/ |S|x Info (§) wherei=1.n (2)

The term gain is given by

Gain (S, A) = Info(S) — Info(S, A) (3)

ID3 algorithm forms the basis for both C4.5 and C5
algorithms.

3. C4.5 ALGORITHM

C4.5 algorithm constructs the decision tree with a ‘divide
and conquer’ strategy. It is an extension of ID3. It
eliminates the problem of unavailable values, continuous
attributes value ranges, pruning of decision trees and rule
derivation. In C4.5, each node in a tree is associated with
a set of cases. Also, these cases are assigned weights to
take in to account u.nknown attribute values. At the

beginning, only the root is present and it is associated

with the whole training set, and all the weights are equal

to one. At each node the divide and conquer algorithm is

executed, trying to exploit the locally best choice with
no backtracking allowed. In building a decision tree, we
deal with training set that have records with unknown

attributes by considering only those records where those

attribute values are available. We can classify records
that have unknown attribute values by estimating the
probability of the various possible results. C4.5 produces
tree with variable branches per node. When a discrete
variable is chosen as the splitting attribute in C4.5 there

will be one branch for eaéh value of attri'butes [4,6].
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4. C5 ALGORITHM

The basic idea of C5 is same as ID3 and uses the concept
of gain to produce a classifier in the form of decision
iree according to the previously chosen classification.
Instead of using gain C5 uses the gain ratic. Gain ratio is
the ratio between the gain and the splitting information
of the training set. The splitting information is the
information due to split of training set on the basis of the
attributes. The attribute with highest information gain is
chosen as the splitting attribute. It helps us to choose the
attributes at different level, deals with the unavailable
values, continuous attribute value ranges, pruning of
decision trees, rule derivation etc. CS5 generates set of
production rules from a decision tree, These rules better

express the classification model than trees [5].
5. Daraser DESCRIPTION

In this paper for the comparison of C4.5 and C5
algorithms, we have used one of the large dataset.‘aduIt’
which is obtained from the UCI machine-learning
library [8]. This dataset include ?the census data that are
used to predict whether an individual's income is greater
than $50k, For preprocessing the adult data set, we have
climinated all the tuples that have the missing values,
This reduces the size of the dataset from 48842 to 32,560
tuples. The dataset has 15 attributes. They are age,
workclass, fnlwgt, education, education-num, marital-
status, occupation, relationship, race, sex, capital-gain,
capital-loss, hours-per-week, native-country and salary,
In this paper we use the aftributes, age, education, work

class and salary for the classification of the dataset.
6. PERFORMANTE EVALUATION

Classifier performance depends greatly on the
characteristics of the data to be classified. Various

empirical tests can be performed to compare the classifier
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performance like holdout, random sub-sampling, k-fold
cress validation and bootstrap method, In this study have
selected k-fold cross validation for evaluating the

classifiers.
6.1 Cross Validation

In k-fold cross-validation, the initial data are randomly
partitioned into k mutually exclusive subset or ‘“folds’ d,
d,, ..., d,, each of approximately equal size. Training and
testing is performed k times. In iteration I, partition d.is
reserved as the test set, and the remaining partitions are
coilectively used to train the model. In the first iteration,
subsets d,, ..., d, collectively serve as the training set
inorder to obtain a first model, which is tested on d,; the
second iteration is trained in subsets d,.d,,...d and tested
on d,; and so on [2]. The accuracy estimate is the overall
number of correct classifications from the k iterations,

divided by the total number of tuples in the initial data.
7. EXPERIMENTAL RESULTS AND DISCUSSIONS

In this paper 3-fold cross validation is applied for
evaluating the performance of the classifiers. The rule
used for building the classification tree is that if age is
greater than or equal to 30 and education is greater than
or cqual to masters and if work_class is equal to private
or self employed, then their income is greater than $0k.

This ruie is given in Table 1.

Table 1 : Rule Set for the Classification of the

Adult Data Set
Attribute| Age | Education] Work class {Salary
Value |>=30| >=Masters| Private or | >50k
self employed

The classification tree for the rule is given in Figure 1.
From the total 32,560 records, 22,850 people were of
age greater than or equal to 30, Out df that, 2482 people
are with mastsr or professional schooling or doctorate

degree. For this set of record we have applied 3 fold cross
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validation and predicted that 67% of the self employed

or private employee earn mote than 50k. ﬁ{
‘;E{;}f o Sy e e A ey ;m e e s 32’5:&}
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Figure 1 : Classification Tree

The comparison chart of C4.5 and C5 algorithms based
on accuracy, error rate and time is given in Figures 2-4

respectively.
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Figure 2 : Comparison Chart of C4.5 and C5 Based
on Accuracy
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Figure 3 : Comparison Chart of C4.5 and C5 Based
On Error Rate
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Figure 4 : Comparison Chart of C4.5 and C5 Based
On Time

The comparison results of C4.5 and C5 algorithms are
tabulated in Table 2.

Table 2 : Comparison Result of C4.5 and C5 Based
on Adult Dataset

Foldl Fold2 Fold3

Algorithm [ C4.5| C5 |.C4.5 {C5 jC45})CS
Accuracy | 0.65 | .65 '} 0.69 | .69 {0.46} 0.46
Error Rate | 0.35 | (.35 | 0.31 | 0.31 | 0.54 | 0.54
Time 60 |40 |64 {45 |58 |38
sec |sec |sec [sec |[sec | sec

In this comparison, we can observe that accuracy rate of
both C4.5 and C5 algorithms are equal in every fold of
cross validation. In the second fold of cross validation,
classification acburacy of both algorithms are maximum.
When time factor is considered, C5 out performs C4.5 in
all the three folds and provides minimum execution time

in fold 3.
8. Concrusion aNp FuTure DEVELOPMENT

In this paper, the performance of two decision tree
classification algorithms C4.5 and C5 are compared. The
experiments were conducted on the large benchmark
dataset ‘adult’. Classification accuracy is validated by 3-
fold cross validation method. Our study reveals that C5
outperforms C4.5 when time factor is considered.
Maximum accuracy of 69% is obtained in fold 2 of cross

validation for both the classifiers. Possible extension of
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this work will be on applying bagging / boosting.
techniques on the decision tree classifiers to improve thér
accuracy and also the dataset can be cross validated to

more number of folds.
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