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An Efficient and Robust Face Recognition System Based on Two-Dimensional
Fisher Linear Discriminant Analysis : A New Approach

Noushath §'% , Hemantha Kumar G' and Shivakumara P?

ABSTRACT

Eye portion of humans contains most discriminative
information than any other part of the face [9]. This paper
presents a new scheme of face image feature exiraction.
We made a successful attempt in obtaining good
recognition rate by using only eye regions of a facial
image. Initially, eve regions are segmented from the facial
mages. Segmented eye regions are then trained using
two-dimensional fisher linear discriminant analysis
{2DFLD) scheme. Based on experimentation it is
observed that the proposed method requires fewer
coefficients to represent an image and remained
insensitive to noise as compared to existing methods. The
proposed method has been tested on AT&T database and
compared with existing methodologies. The obtained

results are described qualitatively and discussed.

Keyworps ¢ Eye components, Feature Extraction,
Fisher’s criterion, 2-Dimensional fisher linear

discriminant analysis, Face recognition

1. INTRODUCTION

Face recognition by machines is an active area of research
and spans several disciplines such as image processing,
pattern recognition, computer vision and newural networks.
It refers to the process of identification of individuals

from images of their faces by using a stored database of
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faces labeled with people’s identities. Humans are able
to recognize others in a wide domain of circumstances,

and this capability is crucial for human-human interaction.

Recently, due to military, commercial, and law
enforcement applications, there has been much interest
in automatically recognizing faces in still and video
images. The data come from a wide variety of sources.
One group of sources is the relatively controlled format
images such as passports, credit cards, photo 1Ds, drivers’
licenses, and mug shots. A more challenging class of
application imagery includes real-time defection and
recognition of faces in surveillance video images, which
present additional constraints in terms of speed and

processing requirements [1].

This task of face recognition is complex and can be
decomposed into the smaller steps of detection of faces
in a cluttered background, localization of these faces
followed by the extraction of features from the face
regions, and finally, recognition and verification [2]. Ttis
a difficult problem as there are numerous factors such as
3D pose, facial expression, hair style, make up etc., which
affects the appearance of an individual’s facial featnres.
In addition to those varying factors, lighting, background,
and scale changes make this task even more challenging.
Additional problematic conditions include noise,

occiusion and many other possible factors.

The face recognition problenz has atiracted much research
effort in the last years, Although it has proven to be a
very difficult task even for frontal faces, certain
algorithms can perform well under constrained

conditions. The wide array of possible applications of
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face recognition has led to a continuous search for more
precise algorithms and techniques. Some authors have
put emphasis on feature extraction techniques, which lead
to a representation space, while others described

improvements in the classification stage.

Many methods have been proposed for face recognition
within the last two decades. Some methods try to model
distribution of the high dimensional face space. Turk and
Pentland [3] applied principal component analysis (PCA)
to face detection where a set of Eigenfaces were
generated.. The key idea behind this method, which uses
PCA, is to find the best set of projection directions in the

sample space that will maximize based on scatter matrix.

The Fisher Linear Discriminant (FLD) method is
proposed in [4]. This method overcomes the limitations
of the Eigenface method by applying the Fisher’s Linear

Discriminant criterion.

The Direct-LDA method is proposed in [5]. This method
uses the simultaneous diagonalization method [7]. First,
the nutl space of § g 18 removed and, then, the projection
vectors that minimize the within-class scatter in the
transformed space are selected from the range space of .
However, removing the null space of by dimensionality
reduction will also remove part of the null space of and
may result in the loss of important discriminative
information. Furthermore, is whitened as a part of this
method. This whitening process can be shown to be
redundant and, therefore, should be skipped. Jian Yang
etal{11] have proposed a method called 2DLDA in which
they applied IMLDA {12] technique both horizontally
and vertically which makes discrimination mformation
compact into the up-left corner of the image. Although
this method used fewer coefficients to represent an image,
time needed for training and feature extraction was
comparatively higher than other conventional L.DA

methods.
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The main difficulty in using the FLD and PCA schemes
for face recognition is the very high-dimensional nature
of the image vector. Hence computing Eigenfacés or
Fisherfaces on such a high-dimensional vector will be
very time consuming. An alternative way to handle the
above problem of fisherface method was suggested by
Huilin Xiong et al [8], cailed two-dimensional FL.D
scheme (2DFLD), which is based on a straightforward
projection of the image matrix along with an alternative

fisher criterion.

Similarly for the above problem of eigenface method,
Yang et al [6] have shown thata “two dimensional” PCA
(2DPCA) can be constructed ina straight forward manner
based on the image matrix projection, The size of the
scatter matrices for both 2DFLD and 2DPCA scheme is
either onty (m x m) or (nx n) foran image of size (mxn)
instead of the size mmxmn in the classic PCA{3] and
FLD[4] schemes. However, one disadvantage of both
2DPCA[6] and 2DFLD{8] schemes is that more
coefficients are needed to represent an image. Hence, as
size of the database increases, the computational time
and storage requirement for representation and

classification of the image increases drastically.

Noushath et al [13] have proposed a method based on
geometrical features for automatic detection and
recognition of faces. Although this method had obtained
good detection and recognition rate, but remained

susceptible under noisy conditions.

In this paper, an efficient method in terms of both storage
requirement and execution time is proposed. Instead of
training the whole face image for recognition purpose,
we segment the eye region from the given face image [9]
and normalize it to fixed size of 20x60. We then train
these eye regions for recognition purpose using 2DFLD
algorithm. We implemented the algorithm proposed by

Jianxin Wu et al [9] for efficiently segmenting the eye
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regions from the given face image. Based on experimental
resulis, we have found that the proposed method is more
efficient in terms of recognition rate, execution time and
image representation. We also observed that the proposed

method is robust to noise.

The remainder of the paper is organized as follows: In
section 2, the proposed method is introduced. In section
3, we describe the datasets and experimental results. In
section 4, we give comparative study with some well
known existing methods. Finally, we formulate our

conclusions in section 5.
2, ProroSEr METHODOLOGY

In this section, we present a methodology for recognizing
faces in two steps. First step is preprocessing step for
segmenting eyes from the facial region. Second step is to
apply 2DFLD scheme for feature extraction. Block

diagram of the proposed method is shown in Fig. 1.

2.1 Preprocessing: Segmenting Eye Regions from

Facial Image

Here we implemented the method proposed in [9] to
segment the eye regions from the facial image. The
motivation to segment the eyes is that the eyes regions
contain most discriminative information than any other
region of face viz mouth, chin, ear, nose ete [9]. In this
section, we briefly describe this method for the sake of

continuity.

Eyes are the most important facial features in face
detection and recognition systems and also eyes are darker
than other part of the face [9]. This method locates
possible face patterns by combining two eye-analogue
segments. At first all eye-analogue segments are found
by finding regions that are roughly the same size ofa real
eye and are darker than their neighborhood. If locations
of a pair of these segments conform to the geometrical

relationship of a human face’s two eyes, this method clips

the corresponding image regions as eye regions and later

performs face detection tasks,

Let P(x,y) be an intensity image of size N xN,, where
xe[LN,Lye[lLN,],P(x,y)e[0,1], in which x
is the row index and y is the column index.
Let avg{P,x,v,h,w) be the average intensity of the
image patch whose upper-left corener is (x,y) and whose

size is hxw, i.e.

x+h—1 pw-]
2 2P6D
avg(P,x, vy, h,w) = = jf;iw

Each pixel's intensity is compared to the average intensity
of its eight neighborhood image patches. Let /,xw, be
the size of the eyes to be found. Eye-analogue segments
are found by marking eye-analogue pixel if and only if
six or more of the following constraints are satisfied:
Pl y)<09%*avg(P x4,/ 2}, », 11, 72),1)

Plx,y) <09%avg(P,x—[h, /2],y + L[k, /2],w, /2])
Plx,y) <09*avg(P,x,y~[h, /2].LIw, /2])

P(x, y)<09%avg(P,x,y+1,L[w, /2])

Plx,y) < 09*avg(P,x~[h,/2],».[h,/2],})

Plx,y) <08%avg(P,x+1,y~[w, / 2],k /2w, /2]
Px,3)<09%avg(P,x—[h, /2], y.[h, /2].1)

Plx,y) < 09%avg(P,x+1,p,[h, 7211}

Plx, y} <09%avg(P,x~[h, /2], y,[h, /2].1}

Plx, ¥}y <08%avg(P.x+ 1L,y +L[A, /2] 1w, /2]
Plx,yy<09*%avg(P,x~[h, /2],y —[w, /2],[h, /2],[w./ 2])
Now eye analogue segments are found using eye-analogue
pixels. An eye region will exist if all of the following
constraints are satisfied between two eye-analogue

segments.

d; <2.5w,

d; >1.5w,

‘xi ~X ji <h,

in which d ;7 18 the Euclidean distance between two eye-
analogue segments.

In this way we initially segments eye regions from a given

facial image and later we use it for training the system.




An Efficient and Robust Face Recognition System Based on Two-Dimensional Fisher Linear Disctiminant Analysis

Some eye regions thus clipped from original face images

using the above method are shown in Fig. 2
2.2 Two-Dimensional Fisher Criterion

In this section, we propose 2-dimensional fisher linear
discriminant for recognizing the faces of particular
database by considering eyes portion as input instead of

whole face.

We project an mxn image matrix X onto m-dimensional
vector space through the transformation y=Xo, where o
is an n-dimensional vector, and y the m-dimensional
projected vector. We need to extract optimal projection
direction o so that the projected vectors in the m-

dimensional space reach its maximum class separability.

The conventional Fisher criterion is not convenient for
the theoretical analysis. So, in this paper we adopt the 2-
dimensional Fisher criterion [8] to measure the class

separability given by
[ Ir(S,)
tr(S,)

Where tr denotes the race of the matrix, and S and S,

(0

respectively denote the between-class and within-class
matrices. '

Suppose there are X ;(j =1,2,.... N) training images,
which contain C pattern classes, and the ith class C, has
n, samples. The images, all mxn matrices, are projected
into m-dimensional vector space y; = X,c. In the
projection space, the measure of the class separability of

the projected image is calculated by

tr(S2)
J{a) = -t 2
(a) (S (2)
Where
.a 1S - = =1 =1
S; w-];';zn,-(y )
i=l
N 1 —i —i
Sa =EZZ(JQ-'J’ Xy, -y)
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in which ; and ;i , respectively, denote the global mean

vector and the mean vector of the ith class in the projection
space.

It is easy to verify that #(S)=a'G,a and

tr(Sj) = CZTGWO: , where
1&E = =, =i =
szﬁz%(}( -X)NX -X)
i=1

G, =X 2K, - X ) (X,-X)

i=1 jeC,
in which )_( and ;\;f , respectively, represent the global

and the ith class mean images.

G, and G are called, image between-class scaiter matrix
and image within-class scatter matrix, respectively. Note
that the size of the image scatter matrices is only mxm,
much smaller than that of the scatter matrices whose sizes
are mn x mmn in the conventional FLD algorithms. Using
the image scatter matrices, the two-dimensional Fisher

criterion given by Eq. (1) can be expressed as

F
J’(a) = E_.q_bg (3)

a'G,a
2.3 Two-Dimensional FLD Feature Extraction

In this section, we describe feature extraction scheme
based on 2DFLD. The objective of 2DFLD scheme is to
find the optimal projection direction o in order to
maximize (3). Obviously, the optimal projection direction
&, is the eigenvector corresponding to the maximum

eigenvalue of the eigenstructure:

G,o=AG o 4)

It is not difficult to handle the above eigenproblem
directly, since the size of the matrix G, or G, is only
mxm. In practice, one optimal projective direction is not
enough to extract sufficient discriminatory features, We
usually need to project the image data onto a set of

osthogonal directions, nanwly, &,,¢,,...,&, which
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maximize the criterion (3). These projection directions
can be selected as the k eigen-vectors corresponding to

the first k largest eigenvalues of the eigenstracture (4).

The optimal projection axes of 2DFLD: «,,...,&, are
used for feature extraction. For a given image {(eye portion
ofaface) A, letY, = da;, = 1,...,& . Then we have
a family of projected feature vectors, Y},Y, ..., ¥, which
are called the principle component vectors of an image
A. The principal component vectors obtained are used to
form an m x k matrix B = [Y] sees ¥y ], which is called
the feature matrix or feature image of the image sample

A,
2.4 Classification Method
After a feature matrix is obtained for each image. Then,

a nearest neighbor classifier is used for classification.

Here, the distance between two arbitrary feature matrices,

B, =¥, ¥ and

B, =[r\, ¥, ¥ s defined by

d(B:' ’ Bj )= i“yk(i) - Yk(j) ” ,  where
k=l

"Y Ei) - Yk(j )” denotes the Euclidean distance between

the two principal component vectors Yk(") and Y;"i ),

3. ExreEriMENTAL RESULTS

1n this section, we present several experiments conducted
to demonstrate the utility of our method. We performed
all experiments on the standard set of face images, AT &
T {10], a widely used database for facial recognition tasks.
We give brief introduction about the database we used in
our experimentation in section 3.1 and in following
section we present the experimental results obtained by

the proposed method.
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3.1 Dataset

The AT&T database contains images from 40 individuals,
each providing 10 different images. For some subjects,
the images were taken at different times. The facial
expression (open or closed eyes, smiling or non-smiling)
and facial details (glasses or no glasses) also vary. All
images are grayscale and normalized to a resolution of
92x112 pixels. So, we use the AT&T database to evaluate
the proposed method’s performance under conditions
where pose and size of samples are varied. All the ten
sample images of one person from this database are shown
in Fig. 3.

3.2 Resuits

In order to evaluate the efficacy of the proposed method,
in this section we present the experimental results under

conditions where the sample size and number of principal

components are varied. Here five tests were performed
with varving number of training samples P (Where
P =2.4,5,6and 8). In each test, we varied the number
of k {(Where
k=1,2,...,20,25,30,35,40) and recognition rate was

principal components
computed for all values of p and k. Table 1 presents the
recognition rate achieved by proposed methed, which
corresponds to varying number of training samples and
principal components. Fig. 4 is the graphical plot of
number of principal components vs recognition rate
achieved by the proposed method. Note that in all
subsequent experiments of proposed method, during
training process, we use only the eye regions clipped from
facial image.

The main advantage of proposed method is that it needs
less number of coefficients to represent an image. In our
case, the image size is 20x60, so in order to represent an
image with % number of principal components; only

20xk coefficients were used. This further reduces
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execution time and storage required to represent an image.
Froni the graph drawn in Fig. 4, it is observed that despite
less number of coefficients, our method is able to obtain
good recognition rate.

We also tested the performance of propose method under
noise conditions. For this, we randomly select one image
from each class and generated 10 noisy images (with salt
and pepper noise) for that class by varying noise density
from 0.1,0.2,...1.0. So effectively, we created 400 noisy
images corresponding to 40 different classes. We use all
the images of AT&T database during training (i.e.
noiseless images). So, in this experiment, the size of the
training set and testing set were both 400, It can be easily
ascertained from Table 2 that the proposed method

obtained exceptional results under noise conditions.

Table 3 shows the execution time taken for feature
extraction by the proposed method for varying number
of training samples p. Here we fixed number of principal

components k to be 20.

4, COMPARATIVE STUDY

In this section we give comparative study with well known
existing methods such as Eigenfaces [3], 2DPCA (0],
2DFLD [8] and 2DLDA {11]. Recognition rate/accuracy,
execution time and performance in the presence of noise
are some factors that may be used to judge a face

recognition method.

To compare the recognition rate achieved by different
methods, we use first five images of each class for training
and remaining five images of each class for testing. Here,
again we varied number of principal components % from
1,2,...,20,25,30,35,40. Table 4 presents the recognition

rate achieved by different methods.

From the graph shown in Fig. 5, it is observed that the

proposed method outperforms both eigenface and

2DLDA methods. It is also observed that the proposed
method’s performance is almost equal to 2DFLD method
for all values of ;. However, 2DFLD requires more
coefficients to represent an image. Our method obtained
good recognition rate with less number of coefficients.
Notice in graph that from=15 onwards 2DPCA method
outperforms both 2DFLD and proposed method. Again
2DPCA method requires more number of coefficients to

represent a image. Trade-off is recognition rate.

Table 5 shows thé recognition rate achieved by all the
methods, As mentioned earlier, we use 400 noiseless
images during training, and 400 noisy images during
testing. It can be easily seen from the graph shown in
Fig. 6 that the proposed method obtained exceptional
results under different noise conditions and outperformed
other methods comprehensively. This is because in our
method size of the covariance matrix Q is very small (i.e.
60x60). When size of the covariance matrix reduces,
effect of noise becomes irrelevant. Another convincing
reason might be like this. In case of whole face image,
chances of pure black or pure white pixels replaced by
salt and pepper color pixels are higher. In such cases, 0
valued pixels might get changed to 255 and vice versa
(since salt and pepper noise are nothing but white and

black pixels). In case of proposed method we use only

_ the eye regions. Hence drastic change in noise hit pixels
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wili not be that much noticeable. In eye regions,
probability of presence of pure black ot pure white pixels

is very less compared to a whole face image.

A final consideration has to be done on program execution
time for feature extraction and classification. We realized
all the methods {i.e., eigenface, 2DPCA, 2DFLD, 2DLDA
and Proposed Method) in Matlab programming language
on a Pentium-IV, 1.8 Ghz with 128MB RAM system.
Table 6 compares the average execution time (s) of all

the methods.
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From the Table 6 it is clear that the eigenface method is
computationally very expensive and time consuming than
any other methods since it involves computation of
covariance matrix of a very high dimension (i.e.
10304x10304, in case of AT&T database). Also, this
method involves transformation of 2D face image to a
single dimensional vector. Execution times of 2DFLD
and 2DLDA algorithmns are almost equal. Execution time
of 2DPCA method is slightly better than 2DFLD and
2D1DA algorithms. From the graph (Refer Fig. 7), it is
observed that execution time of proposed method is far
better than these methods, since it involves computation
of covariance matrix of a reduced image (i.e., eye region)
and also less number of coefficients are used for

representing an image.,

Fig. 8(a)-(d) shows the recognition rate achieved by
eigenface, 2DPCA, 2DFLD and 2DLDA methods
respectively. It is observed that from the graph that
2DPCA and 2DFLD methods obtained good recognition
rate even for less number of training samples and less
number of principal components. But, by comparing Fig.
8(b) and Fig. {c) with Fig. 4 our method has obtained
same or even better accuracy than 2DPCA and 2DFLD
methods despite having less number of coefficients for

representing the image.
5. CONCLUSION

In this paper, a new technique for image feature extraction
and representation based on 2DFLD scheme is developed.
Initially, we segment the eye portions from the facial
image and train the system using only eye regions. Doing
this has several advantages. Firstly, it requires very few
coefficients to represent an irmage which leads to reduced
execution time for feature extraction and storage
requirements. Secondly, since eye regions of a human

face have most discriminative informatfion, the method
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is able to obtain good accuracy (because we train the
system using only eye regions). Finally, the method
remained insensitive to noise conditions. The method was
tested extensively on AT&T database and compared with
well-known methods. The method outperformed
eigenface, 2DPCA, 2DFLD and 2DL.DA methods in terms
of accuracy, storage requirements, and execution time.
Also the method obtained exceptional results under noise

conditions when compared to other methods,
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Table 3. CPU Time {s) for Feature Extraction and Classification Using AT&T database

Number of training | 2 3 4 5 6 7 8
samples (p)
Execution time 417 | 6.89 1 7.36 | 838 | 8.91 | 10.06 | 1086
Table 4. Recogrition Rate Achieved by Different Methods
Principal Different Metheds
Components "gFioonface | 2DPCA | 2DFLD | 2DLDA | Proposed
1 53.25 93.00 92.75 78.00 94.00
2 68.50 96.00 96.25 81.25 95.00
3 80.50 96,25 96.00 85,50 86,25
4 §3.25 96.25 97.50 85.00 96.23
35 85.73 97,25 87.75 88.00 96.00
6 87.75 96.50 97.75 86.25 96.25
7 90.00 96.75 38.00 9275 96.50
8 90.00 96.30 97.50 93.25 96.50
9 91.75 97.50 97.75 92.00 96.50
10 93.00 97.25 98.00 §3.25 96.5¢
1 92,75 97,00 97.75 5400 96.00
12 93.50 97.4¢ 97.50 93.75 96.00
13 93.25 97.50 97.5¢ 93.00 96.25
14 93.25 97.50 97.00 94,75 96.25
15 92,75 98.75 97.00 95.25 56.25
16 92.75 99.00 97.00 95.00 96.25
17 92,75 98.75 97.25 94.75 96.00
i3 93.25 99.00 87.00 94.00 96.50
19 03.25 96.00 86.75 95,75 96.50
20 9375 96,25 46.75 96.00 96,50
25 85.00 96.75 86.75 96,40 96.50
30 94.75 100.00 96.75 95.75 96.75
35 95.00 100.00 97.00 94.25 96.75
40 95.50 100.00 96.75 5400 96.75
Table 5, Performance of ali Methods under Noise
- . Performance of different approaches
Noise Density |~ e o T 2D PCA_|_2D FLD D Lba Froposed
0.1 160,00 100.00 100.00 50,00 100.00
0.2 140.00 100.00 100.00 72.50 1€0.00
0.3 100.00 100.00 100.00 32.30 90.00
0.4 92.50 100.00 106.00 3250 £2.50
0.5 $2.50 95.00 62.50 12.50 82.50
4.0 30.00 65.00 22.50 5.00 77.50
6.7 15.00 27.50 12.50 2,50 75.00
0.8 7.50 7.50 5.00 7.50 75.00
0.9 5.00 2.50 5.00 5.00 72.30
1.0 2.50 2.50 230 0.00 72.50
‘Fable 6. Average Execution Time for Featore Extraction (Dimension k=20)
AMethods Number of training samples per clzss (p)
] k] 4 5 é 7 3
Eigenface 103.31 13027 132.9% 13432 15231 {35 16598
D FCA 4629 4824 43,87 200 $L65 5741 49,00
IDFLD .74 10,59 59.27 7 4443 613 09.77
2D LDA 4905 3832 3595 1544 (18 Loz 05,58
Proposed 417 6.59 736 838 391 10.06 10.56
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