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A Classical Approach for Generation of Minimum Spanning Tree

é
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ABSTRACT

This p.aper intends to introduce some innovative concepts
for geueration' of Minimum Spanning Tree (MST) of
weighted graph G. We will also formulate a new circuit
testing algorithm to find out circuits during generation of
Minimum Spanning Tree of the graph, along with an
attempt to optimize the execution time of the algorithms.
The primary aim of this paper is fo represent the minimum

spanning tree algorithms in a simple and efficient manner.

Keywords: Minimum Spanning Tree, Algorithm, Circuit,

Tree.

1. INTRODUCTION

A Spamning Tree is a tree of a connected graph G, which
touches all vertices of the graph. It has wide applications
in computer science, electrical engineering, network
- design and many others fields of éngineering and
applications. In this regard, the generation of all spanning

trees of a graph G [1, 5, 6, 7, 8, 9, 10, 11, 12, 13],is a

critical as well as crucial task and it has wide applications

in network design and mobile computing. The generation
of minimum spanning tree of a graph G 1s historic and has
many significant applications in the field of science,
engineering, networking and operations research etc {2,
3,4, 17}
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Many practical applications, particularly in
communication networks and transportation networks can
be formuiated as optimization of minimum spanning tree
problem {2, 3, 4, 14, 15, 16]. The goal in optimization of
minimum spanning tree is to find a solution that is
appropriate for a particular application.” When studying
problems of spanning trees, one often makes an
asstmption of a general position for minimum spanning
trees, he infinitesimally perturbs the edge weights so that
all are distinct, thus, picking out a unigue solution. There
are several algorithms which exist for generation of
Minimum Spanning Tree. Otakar Boruvka described an
algorithm for finding a Minimum Spanning Tree ina graph
for which all the edge weights are distinct [2]. In 1957, C.
Prim, the renowned computer scientist, discovered another
algorithm that finds a minimwm spanning tree for a
connected weighted graph {2, 3, 4]. This algorithm
continuously increases the size of a tree starting with a
single vertex until it spans all the vertices. This algorithm
was actually discovered by mathematician Voj tech Jarnik
in 1930. Joseph Kruskal described a minimum spanning
tree algorithm where total weight of all the edges in the
free is minimized [2, 3, 4]. Edsger Dijkstra in the year

1939 discovered a minimum spanning tree algorithm that

solved the single source shortest path problem for a

' directed graph with non-negative edge weights [2, 3, 4,

17]. Hére, in this paper we are going to describe and
analyse some minimum spanning tree algorithms with
_inmovate ideas. Here, in this paper we are going to apply
new algorithm for testing of circuits in the way of
generation of Minimum Spanning Tree and obtaining

better result.
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2, DEFINITIONS

An undirected, simple, connected graph-G is an ordeﬁ/d
triple (V(G), E(G ), f) consist of (i) a non empty set of
verticesspe V df the graph G (ii)'a setofedges e e E of
graph (G and (iii) 2 mapping f from the set of edges Eto a

set of unordered pair of elements of V.

2.1 Spamning Subgraph
Spanning subgraph is a subgraph of a graph G containing
all the vertices of the graph G

2.2 Tree
A Tree is a subgraph of a graph G without any circuit or
self loop.

2.3 Spanmming Tree
A Spanning Tree of a graph G is a spanning subgraph that

is itself a tree.

2.4 Minimum Spanning Tree
A Minimum Spanning Tree is a Spanning Tree of a

weighted graph with minimum weight of edges.

3. Circuir TESTER
3.1 Circuit Property
1) LetT be a minimum spanning tree of a weighted
graph G
1) Letebeanedge of g thatis notin T and let C be
the circuit formed by ¢ with minimum spanning
tree T.
iii) For every edge h of circuit C, weight(h) <
weight(e).
3.2 Proof
. i) By contradiction
if) Tfweight (h) > weight (¢) we can get a spanning
tree of smaller weight by replacing e with h.
Theoreml:; If a subgraph of n-1 edges contains more than
three nodes of degres more than one and if there is no

pendent edge in the graph, the subgraph contains a circuit,
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Proof: For simplicity and easy to explain the theorem we

consider a simple connected graph, shownin figure 1.

Figure 1 : A Simple Connected Graph

Form the given graph in figure 1, if we consider the edge
combination, 1 4 5 6 2, the degree of each vertices

corresponding to the given edge combination are,

NodeNo.:a b ¢ d e
Degree : 1 3 1 3 1

Since there are three vertices of degree one and oniy two
vertices of degree more than one, hence this n-1 edges
combination will not produce a tree of the graph G. The

pictorial form of this tree is shown in figure 2.

g
=

Figure 2 : An lllustrative Tree of Graph in Figurel

Considering another example, if edge combination s, 0 3
5 6 2, of the graph shown in figure 1, the degree of each
vertices corresponding to the given edges combination
are,

NodeNo.: @ b ¢ d e

Degree : 1 1 2 2 3

In the above combination two vertices of degree one and

three vertices of degree more than one, hence this
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combination may give the circuit. Deleting pendent edges
incidence on vertex a and b, the modified degreq‘!of all

the vertices are,

Node No.: ¢ b ¢ d e

Degree : 6 0 2 2

Since, the degree of all the three vertices are more than
one, this is confirm that the edge comtbination will produce
a circuit. The pictorial form of this combination is shown

in figure 3.

Figure 3 ;: An Illustrative Circuit of Graph in Figure 1

3.3 Description of Circuif Testing Algorithm
The Circuit Generator is an implementation of algorithm
for finding out a set of circuits of a:finite undirected graph

from its adjacency matrix.

The input parameters to the Circuit Testing method are
1) A modified form of adjacency matrix, called A.
i}  The number of vertices of the graph, called n.
if} The number of edges of the graph, called &

The ocutput show the combination is circuit or not.

4, New Circuits Testing Algorithm
- Here we introduce a new circuit testing algorithm with
the existing minimum spanning tree generation algorithms

to find out the cycle in newly constructed tree of the graph,

This algorithm ascertains us whether edge combinations

of minimum spanning tree form a circuit [2, 3, 4] or not.

The circuit testing technique using new circuit testing

algorithm already discussed with example in theorem 1.

Step 1: From the combination of edges and incidence
matrix, obtain degree of each node contributed by the

edges under consideration.

Step 2: Test whether at least two nodes of degree one? If

not, go to step 6. Otherwise continue.

Step 3: Test whether at least three nodes of degree more

than one? If not go to step 5.

Step 4: Delete pendant edges, if exists of n-1 edges and
modify the degree of the nodes accordingly and go to step
2. Otherwise go to step 6.

Step 5: Hdge combinations are tree.

' Step 6: Stop.

5. NEw APPROACH OF MsT GENERATION ALGORITHMS
This section describes the three famous minimum spanning
tree generation algorithms of Boruvka, Prim-Jamik, and

Kruskal in innovative way. We introduced new circuit

- testing to find out the minimum spanning of the graph

using the existing algorithms. The reason behind this is to

minimize the execution time of program of the existing

- algorithm. The new circuit algorithm is given in section 4

and explained with example inside the theorem 1.

5.1.1 Boruvka’s Algorithm

Boruvka’s Algorithm begins with examining each vertex
and adding the edges of minimum weight from that vertex
to another vertex in the graph [2], except those edges
already added. This process will be continued until all
the vertices are not included in the mimimum spanning
tree.

5.1.2 Pseudocode of Boruvka’s Algorithm

> Begin with a connected graph G containing edges of

distinct weight, and an empty set of edges T
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» While the vertices of G connected by T are disjoint
* Begin with an empty set of edges E {
®*  For each component

* Begins with an empty set of edges S
* For each vertex in the component

o Add the edge of minimum weight from the

vertex in the component to another vertex in a
disjoint component to S
* Add the minimum weight edge in 8 to B
* Add the resulting set of edges Eto T.
> Theresulting set of edges T is the minimum spanning
tree of G.

5.1.3 Algorithm of Boruvka

1. Algorithm BoruvkaMST(G)

2. TV // the vertices of graph G

3. while T has fewer thann-1 edges do

4. for each connected component C in T do

5. let edge e be the minimum weight edge from C to
another component in T

6. ifeismnot already in C then

7. addedgeeto T

8. returnT

5.2.1 Prim-Jarnik Algorithm

Prim-Jarnik algorithm finds a minimum spanning tree for
a connected weighted graph [2, 3, 4, 16]. It finds a subset
of edges that form a tree and includes every vertex of the
graph. This algorithm continuously increases the size of
the tree starting with a single vertex until it spans all the

vertices.

5.2.2 Pseudocede of Prim—Jarnik Algorithm

» Pick an arbitrary vertex v, and grow minimum
Spanning tree starting from v_.

»  Store each vertex v a label d(v) = the smallest weight
of an edge connecting v to a vertex in the cloud.

> Ateach step
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= We add to the cloud the vertex u outside the cloud
with the smallest distance label
» Update the labels of the vertices adjacent to u.
» A primary queue stores the vertices outside the cloud
®  Key: distance
a  Element: vertex
» Locator based methods
a Insert (k, e} return a locator
@ Replace key (1, k) changes the key of an item.
¥ Store three labels with cacﬁ vertex
= Distance
= Parent edge in minimum spanning tree

Locator in priority quene.

5.2.3 Algorithm of Prim-Jarnik
1. Algorithm PrimJarnikMST(G)
2. < new heap based priority queue
3 seavertexogG

4. forall ve (G, vertices()

5. ifv=s

6. setDistance(v, 0)

7. else

8

setDistance(v, o)

5.3.1 Kruskal Algorithm

Kruskal’s Algorithm finds a minimum spanning tree for a
connected weighted graph [2, 3, 4, 16). It finds a subset
of edges that forms a tree that includes every vertex, where
total weight of all the edges in the tree is minimized. For

non connected graph, it finds a minimum spanning forest.

5.3.2 Pseudocode of Kruskal Algorithm

» A priority queue stores the edges outside the cloud
*  Key: weight
= Ejement: edge

» At the end of the algorithm
"  Weare left with one cloud that encompasses the

Minimum Spanning Tree
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«. A 'tree T-is our Minimum Spanning Tree.

/

5.3 2 1 Alglmthm nf Kruskal _
Lo Algonthm Kmska]MST(G)
2"; 'for each vertex v in G do ‘

3.  Define an elementary cloud C(V) (-- v}

4, Initialized a priority queuep to contain all edges
in G, using the weight as kéys.l ' o
Define a tree T<——¢- .

ﬁﬁiie T has f%wer than n-1 edges do

(1, v) < Q removeMin()

Let C(v) be the Cloud containing v, and let C(u) be

o = o 0

the Cloud contammg w
if C(v) % C(t) then

10. Addedge{v,uwtoT

11. © Merge Cloud C(v} and Cloud C(u) into one Cloud,
that is, union of C(v) and C(v)
12, return tree T.

6. Results And Conclusion =

Hardware used to carry out this experiment is Pentium IV
compuiter and 512 MB RAM. The program is written in
‘C’ programming language and Turbo “C’ compiler is used
for compilation and execution pﬁrpose'. The experiment
has been performed on different graphs with different
number of nodes. The storage requirement of this
algorithm is proportional to 7,2, where n is the number of
vertices in the graph G. The execution time required for
each algorithm is given hereunder in table-1 and also
shows the chart as comparative study of the execution
time three algorithms, .

Table 1: Execution time the of Algorithms
_Execution Time of Algorithm * 100 {in Sec, )
g:;iof gg of Kruskal Prim Boruvka
¢ 8¢ ._Existing New - | Existing | - New Existing | © New
4 5 1.70 1.71 1.91 1.95 1.76 1.76
6 12 3.92 8.84 9.01 8.90 9.50 8.90
9 24 . 25.54 . 2444 22.32 21.75 25.44 24.71
10 42 53.12 51.40 28.98 27.24 51.01 49,42
12 20 41.46 40.32 41.87 40.02 42.99 42.32
13 70 64.88 .63.74 53.79 51.73 59.22 57 68
15 72 ~ 103.39 101.50 81.33 78.56 128.02 124.95
16 48 96.77 94.25 83.88 79.35 88.24 85.50
7 41 - £ 99.32. .| 96.05 99.33 93.60 117.75 . | -112.35
20 95 320.44 311.60 285.45 231.81 333.28 .317.41
~23 T 126 - 599.64 596.40 327.76 306.63 488.99 475.64
700
- 600 i —8= Execution Time
g " Kruskal Exixting
500 . I
- e Execution Time
400 Kruskal New
. 1 sl Execution Time Prims
__3Q0 Exixting -
200 —| == Execution Time Prims
New
100 @i Execution Time
0 4 _ Boruvka Exixting
1 2 3 4-5-6 7 8 9 10 11

Figure 4: A Cbmparative Study of the Algorithms
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