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ABSTRACT

Natural scene categorization is 2 fundamental process of
human vision that ailows us to efficiently and rapidly
analyze our surroundings. Thousands of images are
generated every day, which implies the nccessity to
classify, organize and access them using an easy, faster

and efficient way. Scene categorization, the classification

of images into sernantic categories (e. £., Coast, mountains,
highways and streets) is a challenging and important
problem nowadays. Many different approaches
concerning scene categorization have been proposed in
the last few years. This paper presents a different approach
to classify ‘MIT-Street’ and ‘MIT-highway’ scene
categories using Zernike moments and Support Vector
Machines. Radial Basis Function with p1=5 is used for
the paradigm of Support Vector Machines. This work is
implemented using various blocking models and the
comparative results are proving the importance of
blocking and the efficiency of classifier towards scene
classification problems. This complete work is carried
out using real world data set,

Keywords: Scene Categorization, Support Vector

Machine, Zemike Moments,

¥ Dept.of Computer Appliéations & Information
Technology Bannari Amman Institute of Technology,
Sathyamangalam, Tamilnadu, India. E-mail
svdevendran@yahoo.com, awahi@rediffmail.com

? Dept. of mathematics, National Institute of Technology,
Trichy, Tamilnadu,India. Email: hema@nitt.edu,

1. INTRODUCTION

Understanding the robustness and rapidness of human
scene categorization has been a focus of investigation in
the cognitive sciences over the last decades {17[2][3]. At
the same time, progress in the area of image understanding
has prompted computer vision researchers to design
computational systems that are capable of antomatic scene
categorization. Classification is one of several primary
categories of machine learning problems [4]. Florica
Mindru and et al,, [5] gives a systematic overview of
moment invariants for several combinations of
deformations and photometric changes. Papers [6], [7]
and [8] give very promising results in the classification
of indoor-outdoor scene image and manmade-natural
classification. Ian Stefan Martin [9] presents in his
doctoral work, the techniques for robust learning and
segmentation in scene understanding. Zemike Moments
{10] are important shape descriptors in computer vision,
There are two types of shape descriptors: contour-based
shape descriptors and region-based shape descriptors,
Manuele Bicego et al. [11] give 2 new approach to scene
analysis under unsupervised circumstances. In {12][13],
Bosch et al, present a scene description and segmertation
system capable of recognizing natural objects (e.g., sky,
trees, grass) under different outdoor conditions. In this
study, a computer vision system recognizing objects in
captured images is established using Zemike Moments
(ZM). The organization of the paper is as follows: section
II deals with Support Vector Machines, section III gives

Zernike feature extraction method, section 1V deals with
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section VI gives concluding remarks on experimeg"

results.
2, SuerorT VECTOR MACHINES

Support vector machine is a relatively new pattern
classifier introduced by Vapnik [14]. A SVM classifies
an input vector into one of two classes, with a decision
boundary developed based on the concept of structural
risk minimization (of classification error) using the
statistical learning theory. The SVM learning algorithm
directly seeks a separating hyperplane that is optimal by
being a maximal margin classifier with respect to fraining
data. For ndn—lineariy separable data, the SVM uses
kernet method to transform the original input space, where
the data is non-linearly separable, into a higher
dimensional feature space where an optimal linear
separating hyperplane is constructed. On tﬂe basis of its
learning approach, the SVM is believed to have good
classification rate for high-dimensional data. Consider
the problem of image classification where X is an input
vector with ‘n’ dimensions. The SVM performs the
following operation involving a
W =(w,..,w,) and scalar b:

J(X) =sgn(W e X +b) ¢
‘MIT-street’ category is recognized if the sign of f(X) is

vector

Positive otherwise ‘MIT-highways’ category is assumed.
Consider a set of training data with ] data points from
two classes. Each data is denoted by (X, Y.,
where i=1,2,..., Xi:(xil,...,xi"), andY, g {+1,-1}. Note
that }¥iis a binary value representing the two classes. The
task of SVM learning algorithm is\ to find an optimal
hyperplane (defined by W and b) that.'.separates the two
classes of data. The hyperplane is defined by the

equation:

WeX+b=0 )

1063

Where X is the input vector, W is the vector perpendicular
to the hypf;rplane, and b is a constant. The graphical
representation for a simple case of two-dimensional input
(n=2)isillustrated in Fig. 1 -According to this hyperplane,
all the training data must satisfy the following constraints:
WelX,+b2+1for V,=+1

WeX +b2—1for V,=-1 3)
which is equivalent to :
yiWelX +b)21V,=1,2,...,] 4

There are many possible hyperplanes that separate the
training data into two classes. However, the optimal
separating hyperplane is the unique one that not only

separates the data without error, but also maximizes the
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Figure 1:Optimal Separating Hyperplane for 2-
Dimensional Two-Class Problem
margin, i.e., maximizes the distance between the closest
vectors in both classes to the hyperplane [14] . As shown
in Fig. 1, the margin, £, is the sum of the absolute distance
between the hyperplane and the closest data points in
each class. It is given by:
\WX +bi . (WX +b| 2
i e T ©

Here, the first min is over X, of one class and the second

£ =min

min is over Xi of the other class. Therefore, the optimal
separating hyperplane is the one that maximizes 2/iW)),
subject to constraints (4), It is mathematically more
convenient to replace maximization of 2 / [W |- with the

equivalent minimization of W] 2 subject to constraints




Karpagam JCS Vol. 3 lssue 3 Mar--Apr. 2009

(4}, which can be solved bj} the Lagrangian formz}ation:
I
min L= W -Yal@wx, +-1] @
i=] )

where @, is the Lagrange multiplier &, (>=0,i=1,2,..7).
The Lagrangian has to be minimized with respect to W
and b, and maximized with respect to &; . The minimem

of the Lagrangian with respect to W and b is given by:

!
W=0$W= EizlaiXiyi , (7)
oL . 1 ,
i D iy, =0 (8

Substituting (7) and (8) into (6), the primal minimization
problem is transformed into its dual optimization problem

of maximizing the dual Lagrangian L p With respect to :

max Lp= Z:=|a" —%ZL] Z:a:z aayy (XoX;) (9)
subject to |

(10)
(1

Zi:lafy" =Q
a,z20V i=1,.,1

Thus, the optimal separating hyperplane is constructed
by solving the above quadric programming problem

defined by (9)-(11). In this solution, those points have

non-zero Lagrangian multipliers { &, > 0) are termed -

support vectors. Support vectors satisfy the equality in
the constraint (4) and lie closest to the decision boundary
(they are circles in Fig. 1, lying on the dotted lines on
either side of the separating hyperplane). Consequently,
the optitnal hyperplane is only determined by the support
vectors in the training data. Based on the «; values
_ obtained, W can be calculated from (7). b can be obtained
by using the Karush-Kuhn-Tucker(KKT) complementary
condition for the primal Lagrangian optimization
i)roblem:

oy, WX, +b)-1]=0 V, =1,.,1 (i2)

Oneb value may be obtained for every support vector

(with ;> 0). Burges [15] recommends that the average

value of b be used in the classification. With this solution,
the SVM classifier becomes
S(X)=sgn(We X +b)=sgn( > ya, (X, eX)+b) {13)

Vim0
(13) Note that, in (13}, one only needs to make use of X,
Y, and @, of the support vectors, while X is the input
vector to be classified. When a linear boundary is
inappropriate (i.e., no hyperplane exists to separate the
two classes of data), the extension of above method to a
more complex decision boundary is accomplished by
mapping the input vectors X eR® into a higher
dimensional feature space H through a non-linear function
¢:R" — H. In H, an optimal separating hyperplane
is then constructed using training data in the form of dot
products ${X;)e ¢ X ;) instead of the X,0X, termin
(9). To avoid the expensive computations of
¢(X ;)*@(X ) in the feature space, it is simpler to
employ a kemel function such that
K(X,.X))=$(X,)o$(X,)

Thus, only the kemel function is used in the training

(14)

algorithm, and one does not need to know the explicit
form of ¢. The computation in (15) results in some
restrictions on the form and parameter values of non-
linear functions that can be used as the kernel functions.

Detailed discussions can be found in[14] and [15]. Some

commonly used kernel functions are:

(a) (b}
Figure 2: Representation of (a) Linearly Separable

(b) Non-Linearly Separable
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X)=(x,.x, +1f osf

e

Radial basis function: K(X;,X,)=e s (16)

Polynomial function: K (X,

Sigmoid function: X (X ,, X)) =

1
1+ elv(x,.xj}-sf (7

Where d is a positive integer, and, &, v and § are
real constants. These four parameters must be defined
by the user prior to SVM training. With the use of a kemnel
function, the SVM is capable of performing non-linear
classification of input X. Then, (13) becomes,

f(X)=Sgﬂ( Zy,-a;K(X,-,XHb] (18)

;a0

The hyperplane and support vectors used to separate the
linearly separable data are shown in Fig. 2(a). And the
hyperplane and support vectors used to separate the non-
linearly separable data are shown in Fig. 2(b). Radial basis
kernel function with pl1=5 used for this non-linear
classification. Individual colors representé particular each

class of data.
3. ZERMIKE MOMENTS

Zernike polynomials were first proposed in 1974 by
Zemike. Their moment formulation appears to be one of

the most popular, outperforming the alternatives (in terms

of noise resilience, information redundancy and’

reconstruction capability). Moments have been widely
used in image processing applications through the years.
Geometrical, central and normalized moments wére for
many decades the only family of applied moments. The
main disadvantages of these descriptors were their
disability to fully describe an object in a way that, using
the moments set, the reconstruction of the object could
be possible. In other words they weren’t orthogonal. The
kernel of Zemike moments is a set of 6rthogona1 Zernike
polynomials defined over the polar coordinate space

inside a unit circle. The two-dimensional Zernike
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moments of order p with repetition q of an image intensity

function f{r, 8) are defined as;

'ILJ

2rt
j [V, 0) £ (r,0)rdrad; | r i<t o)
00 .

where Zernike polynomials qu(r,-e) are defined as:

— —} q8 , . _ /“
qu (r! 9) - ‘_qu (r)e ’ .] - 1 (20)
and the real-valued radial polynomials, Rpq(r), is defined
as follows:
Pl

- ‘ {p-8)! s~ (21)
R _(H)= (-1
n) g( ) k!(p+lq|,k]!(p—lql_k}r

: 2 2

where 0 € |q| < pandp - |q)is even.

IfN is the number of pixels along each axis of the image,
then the discrete approximation of equation (19} is given
as:
= UP )Y 3 Ry (™ G, y05 7y 1 22
=0 j=0 .

where AMp, N) is_normalizing constant and image-

coordinate transformation to the interior of the unit circle

is given by

— 2 2.0 . yl
t; =[x +x7;60 =tan” [x‘)x =¢i+e,;
Yi=ej+e,; (23)

Since it is easier to work with real functions, Zpq is often

split into its reai and i unagmary parts, Z° Z;q is given

rg’
below:
2xl
AN Ap+h j jR (r)cos(gB) £ (r,0)rdrdd (24)
z(p + 1) 271

z:, = S 0] OIRN (r)sin(g®) f (r,6)rdrd6  (25)

where p2 0, q> 0.

For, the implementation, square image (NxN) is
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transformed and normalized over a unit circ?; Le.,

X’ +y’ £ 1, in which the transformed unit circle image

is bounding the square image. In this transformation,

Ap+D V2, -1 2

S o S e Ly

Therefore,

V2 -1 NI

X om e

dy, =—"j+= 27
TN RN R @7

4, Prorosep WORK

In classification, a system is trained to recognize a typ-e
of example or differentiate between examples that fall in
Separate categories. In order to successfully accomplish
this, the classifier must have sufficient prior knowledge
about the appearance of the object. This paper is trying
to recognize the scenes of two different categories called
‘MIT-street’ and ‘MIT-highways®. This work is
implemented and compared using three kinds of blocking
models, i.e., Block-1, Block-4 and Block-16. Block-1
considers the image as it is, Block-4 divides the image
into four equal parts and Block-16 divides the image into
sikteen equal parts. Classification is carried out in éll the
three kinds of blocking and the results are then compared,
The detailed description of our proposed work is shown

in Fig. 3.

I Input image I

l BLOCK-I—I ‘LPLOCK'TI I BLOCK- 16 I
i v I

[ Zemnike Feature Extraction
I ' Data Normalization —l
I Classification using SVM I

v ! Il
L Resulis |

Figure 3 : Detailed Description of Propesed Work

In Block-I method, raw input images are received, as it -
is, for the classification of scenes. Then, Zernike features
are extracted from the raw images and normalized using
zero-mean normalization method in order to make the
data within certain range to improve the classifiers
performance. Normalized features are then given for the
classification in support vector machines using radial
basis kernel function. 200 samples are used for fraining
and another 200 samples are used for testing of scene
categorization problem. These samples are taken such a
manner that there is no overlapping between training and
testing samples. The results are then discussed in terms
of true positive, true negative, false positive and false
negative. The same sequences are followed in other two
blocking methods i.e., Block-4 and Block-1 6, considering
that Block-4 divides the input image into four equal parts
and Block-16 divides the image into 16 equal parts.
Zernike feature extraction methods are applied on all the
blocks of the image and kept combined as a feature set of
an image, Then, the data is normalized, classified and
the results are discussed in Table 1. Support Vector
Machines with Radial Basis Kernel Function is used as
classifier for this scene categorization problem. The
sample images of ‘MIT-highways’ are given in Fig, 4 and
the sample images of ‘MiT-street’ are given in Fig. 5.

These sample scene category images are taken from the

~ Ponce Research Group [16] which contains 15 different

scene categories with 250 samples each.
5. IMPLEMENTATION

Using normalized zernike moment features, support
vector machine is trained and tested to categorize the 100
samples from ‘MfT—street’ and 100 samples from ‘MJIT
highways’. In testing phase, the other set of 200 samples
are used including 100 samples from ‘MIT-street’ and
100 samples from ‘MIT-highways®, The detailed
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implemented works are givenin Table 1. True Posig(/e
(TP) is the number of positive samples correctly
classified. True Negatiée (TN) is the number of positive
samples wrongly classified. False Positive (FP) is the
number of negative samples correctly classified. False
Negative (FN) is the number of negative samples wrongly
classifiec. Percentage of classification rate is measured
by averaging the True Positive and False Positive values.
Block-1: The image is considered as a single block,
feature vector of 36x1 is extracted and normalized.
Support Vector Machine classifies the data and gives true
positive of 90% and false positive of 74%. Hence, the
classification rate of 82.0 % is achieved in 716.98
seconds.
Block-4: The input image is divided into four blocks;
 feature vector of 4x36=144 is extracted and normalized.
Support Vector Machine classifies the data and gives true
positive of 93% and false positive of 78%. Hence,
classification rate is of 85.5% is achieved in 656.16

seconds.

Figure 4: Sampie Images of ‘MIT-highway’ Category
Block-16: The input image is divided into sixteen blocks;
feature vector of 16x36=576 is extracted and normalized.
Support Vector Machine classifies the data and gives true

positive of 85% and false positive of 100%. Hence,
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classiﬁcation rate is of 92.5% is achieved in 674.16 .

seconds.

Figure 5: Sample images of ‘MIT-street” category

Table 1: Performance Of Classification Of Support

Vector Machines
Experiment Classify (Execution Time
Type TP|TN|FP{FN| v (in Sec)
Block—-1 [90}10i74]201 82 716.98
Block—4 j93107|78f22| 855 656.16
Block-16 {85} 15100} 0 | 92.5 674.16

6. CoNCLUSION

This paper concentrates on the categorization of images
as ‘“MIT-street’ scenes or ‘MIT-highways’ scenes. This
paper discusses Zernike based scene classification
problem using Support Vector Machines, Sample Image
Database is taken from Ponce Research Group [16]. The
performance of the classifier is given in Table 1. This
shows that the Support Vector Machines with Radial
Basis Kernel Function is giving its best of 92.5%
classification rate with 674.16 seconds when the images
are divided into sixteen equal blocks. This also proves
the importance of blocking oriented approach towards

the classification problems.
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This work can be further extended to classify other 3atural

scene categories {16] using various kernel functions. This

complete work is implemented using SVM Toolbox in '

Matlab 6.5.
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