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ABSTRACT
The authors present a method for reducing the order of
the large-scale linear dynamic single-input-single-output
(SISO) systems. The denominator polynomial of the
reduced model is determined by using polynomial
derivative while the numerator coefficients are computed
" by minimizing the integral square error between step
responses of the original systemn and reduced order model
using Genetic Algorithm. The propesed method is
conceptually simple, computer oriented and comparable
in quality. This method also guarantees the stability of
_the reduced model if the original high-order system is
stable. The viability of the proposed mefhod is illustrated
with the help of numerical examples from the literature.
Keywords: Polynomial derivative, Genetic Algorithm,
Order reduction, Integral square error, Stability, Transfer

function.
1. InTRODUCTION

The analysis of the physical system starts by the building
up of a mathematical model which is a representation of
an objector éystem. The approximation of linear systems
play an important role in many engineering applications,

especially in control system design, where the engineer
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is faced with controlling a physical system for which an
analytical model is represented as a high order linear
system. In many practical situations, a fairly complex and
high order system is not only tedious but also not cost
effective for online implementation. It is therefore
desizable that a high-order system be replaced by a low-
order system such that it retains the main qualitative
properties of the original syster. A wide variety of model
order reduction methods [1-6] have been proposed by
the several authors in frequency domain. Many mixed
method taking advantages of two order reduction methods
are suggested by the authors {7-10]. Some order reduction
methods [11-14] have also been proposed by using error
minimization techniques.

The differentiation method or polynqmjal derivative was
first introduced by Gutman et. al [15]. In this method,
reciprocal of the numerator and denominator polynomials
of the high-order transfer function are differentiated
successively many times to yields the coefficients of the
reduced order transfer function. The successive
differentiation of the polynomial having negative roots
maintain the negativeness of the roots of the reduced
polynomial but approximates the high modulus roots of
the high-order polynomial while the successive
differentiation of the reciprocal polynomial also maintain
the negativeness but approximates the low modulus Toots.
This method is also applicable to unstable and non-
minimum phase systems. The draw back of this method
is that steady-state does not match always. Pal and Prasad
[16] combined this method with continued fraction

approach and also extended it for multivariable systems.
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In the present study, the authors used this methogto get
only the denominator polynomial for the reduced order
model.

Nowadays, the Genetic Algorithm (GA} has become a
popular optirnization technique in the field of science and
engineering. This is based on the process of Darwin’s
theory of Evolution. By starting with a set of potential
solutions and changing them during several iterations the
Genetic Algorithm hopes to converge on the most “fit’
solution. The process begins with a set of potential
solutions or chromosomes (usually in the form of bit
strings) that are randomly generated or selected. The
entire set of these chromosomes comprises a population.
The chromosomes evolve during several iterations or
generations. New generations (offspring) are generated
using the crossover and mutation technigue. Crossover
involves splitting two chromosomes and then combining
one half of each chiromosome with the other pair, Mutation
involves flipping a single bit of a chromosome. The
chromosomes are then evaluated using 2 certain fitness
criteria and the best ones are kept while the others are
discarded. This process repeats until one chromosome
has the best fitness and thus is taken as the best solution
of the problem [17].

In this paper, the denominator polynomial for the reduced
order model is determined by using polynomial derivative
{15] and the coefficients of the numerator are computed
by minimizing the integral square error (ISE) between
the step responses of the original system and the reduced

order model using GA.
2. STATEMENT OF PROBLEM

Let, the transfer function of the high-order original system

of the order * 11 be

N(s)  ay+a5+ .., +a,_s"

G — n-1
(5) D(s) b +bS+.cnn. +b,s5" )

Where @;;0<i<n—1 and ;0575 n are known

scalar constants. Let, the transfer function of the reduced
model of the order * ; * be - -
N(s) e +osta.... +¢,,s
D,(s)  dy+d,S+ oo tds* @

Where ¢;0<i<k-1 and d;0<i<k are

R.(s)=

unknown scalar constants.
The objective of this paper is to find the reduced order

model in the form of equation (2) from the original system

(1) such that it retains the qualitative properties of the

original high-order system.
3. RenucTioN PrROCEDURE

The order reduction procedure consists of the following
two steps:

Step-1: Determination of the denominator polynomial for
the % -order reduced model using polynomial derivative
[15]:

First, the denominator polynomial D(s) of the original
system G_(5) is reciprocated as

15<s>=s"D[~1~J | @

A}

Now the reciprocated polynomial f)( 5) is differentiated
(n—k) times and then resulting polynomial is again
reciprocated back using fhe equation (3), which gives the

k" -order denominator polynomial as
Dy(s)=dy+d5+ ... +d,s" (4)

The coefficients of [J,(s) can also be evaluated from
the recursive relation [ 18], which is given as

d =b,_[iV(i-n+k)s* (5)
for i={(n—k)ton

i~n+k

Step-2: Determination of the coefficients of the numerator
using GA:

For finding the numerator coefficients, the Genetic
Algorithm is applied to minimize the objective function

¢ J 7 [1] which is an integral square error in between the
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time responses of the original system and the reduc?l"

order model and is given by

J=[y®)-y.F ®)

Where y(¢) and y,(f) are unit step responses of the
original and reduced system respectively.
‘The objective function ‘7’ is the function of the numerator

coefficients ¢;;1 <7 <% —1 only, while the numerator

coefficient C,can be obtained from equation (7) in order
to match the steady-state values of the original and

reduced systern,

= %’w.do %)

0
The suitable GA parameters must be taken which may be
different for the different problems,

The flowchart of the Genetic Algorithm is shown in the
Fig.1 '

( Start )
4

{ Initalize population)

v

L Gur =0

Evalualc thu.‘ll\f\, function

Stop

Gen = Gen+1 4—‘1 GaA (}pmmr

Start
Figure 1: Flowchart of Genetic Algorithm

Start

Examples -

Two numerical examples are taken from the literature to
illustrate the algorithm of the proposed method. The
reduction procedure is described for getting second order
reduced model in the both examples. An integral square

error [1]-in between the transient parts of the -original -
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and the 2% order reduced model is calculated using Matlab
to measure the goodness of the reduced order model i.e.

lower the ISE, closer the to R,(8) G_(8), which is given

ISE=[[y(t)~ y, ()] ds

Where, Y(t) and Y, (t) are the unit step responses of

(8)

original and 2™ order reduced system respectively.
Example.1 Consider a fourth order éystem [7] described
by the transfer function

N(s) _  24+4245+7s% +5°

G =
(s D(s)  24+505+355° 1105 +5°

Let, a second order model is required then the following
steps are as under:

Using the Step-1, the reciprocal of is taken as

l‘)(s) =s'D (}—] =1+105+355% + 505> + 245*
s

Now D(s) is differentiated twice and then resulting

polynomial reciprocated back which gives
D,(s)=4.1143+4.2857s + 5°

Using the Step-2 of the proposed method, the second

order model can be taken as

N,(s) _ Co + 8
D,(s} (s+1.4518)(s+2.8339)

In order to match steady-state values of 2 order reduced

R(s)=

model and the original system, the coefficient c, is taken-

equal to 4.1143. The coefficient ¢, is computed by
minimizing the error (ISE) function * J* using GA tool
box of the Matlab 7.2 with the following typical

parameters shown in the Table.1,

The GA with above parameters results. ¢, =0.014948,

Therefore, finally second order model is given
4.1143+0.014948s
$ Ry(s)=

4.1143+42857s+5°
ISE : 4.266x10* ‘

with
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Tablel: Typical Parameter Used By GA {

The reduction procedure for getting the second order

S w———— Type/Value reduced model is described, which is as under:
Population type Double vector Using the Step-1, the denominator polynomial is obtained
Population Size 20 as
Selection Stochastic function Niethod of Redvced odel SE
i H . | reduction )
Reproduction Elite Count=2;C.F=0.8 Proposed 311437 0.013948s 73667107
Mutation Gaussian; Shrink=0.292 method 41143+ 428575 + 57
Crossover function Arithmetic G. Parmar et. 0.6991576 + 0.7442575s | 1.744%107
. al [13] 0.6997 +1.4577 L5 +5°
- Generation 200 :
Pal [19] 34.2465 + 5 1534272
The step responses of 2™ reduced order model with the 34.2465 +239.8082s + 57
original system are plotted and shown in the Fig.2. Parthasarathy '0‘6997 +s 34.014%10°
The comparison of the proposed method with the other and J. [20] 06997 +1.457715 +5°
< -3
well known order reduction methods is done by Davison 21} 2_3‘32_,, 220.238x10
: ’ Z+35+5°
calculating integral square error (ISE) between the : :
Prasad and Pal 34.2465+ 5 1.534272
original and reduced system and tabulated in the Table.2. [22] 34.2465 + 23980825 + 57
y r Krishnamuorthy | 24+ 20.5714s 9.5891%107
and Seshasdri 24 4 425 + 30s5°
(23}

Aupliluue

— Qrigiral sys:cin.dth orekr
---- Roduced imedlol:End order

q & 8
Thre se)

3 b=

Figure2: Comparfsun Of The Step Responses

Example.2 Consider an eight-order SISO system [7]:

N(s)

Gy () =m

where

N(s) =40320+185760s + 2220885 +1226645°
+36380s* +5982s° +514s° +18s”

and

D(s) = 40320 +1095845+118124s" +67284s’ +
22449s" +45365° +5465° +365” +5°

Table 2 : Comparison Of Reduced Order Medels {(Example.f)

and using the Step.2 of the proposed method, the second

9.55741+18.39954s
9.55741+6.493925 +5°

order model is determined as R.{s)=

The convergence of the objective function ¢ J * is shown
in the Fig.3 and the comparison of the time responses of
the original and reduced system are shown in the Fig.4.
The comparison of the proposed method with the other
well known order reduction methods is done by
comparing integral square error (ISE) between the
original system and the reduced 2™ order model and is
shm}vn in the Table.2,

I
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Figure 3 : Convergence Of The Objective Function
(Exampie.2) o
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Figure 4: Comparisen Of The Step Responses

(Example.2)
Table 2 : Comparison Of The Reduction Methods
{Example.2)
Reduction Reduced model ISE
method .
Proposed 9.55741+18.399545 0.1948
method 9.55741+ 6.493025 + 52
Mittal ct. 2l | 1,9906 + 7.0908s 0.2689
(24] 2435457
Pat [25] 40320+151776.576s 1.6509
40320+ 756005 + 655205
Chen et al. 0.36669 + 0.720465 7.2101
[26] 0.36669 + 0.027685 + 5
Prasad and 500+17.98561¢ 1.4584
Pal[8] S00+13.2457 15 + 5

4. CoNcLusIONS

A method for reducing the order of the large-scale SISO
systems by using the polynomial derivative and Genetic
Algorithm has been presented. In this method, the
denominator polynomial is determined by polynomial
derivative while the numerator coefficients are computed
by minimizing the integral square error using Genefic
Algorithm. This method is conceptually simpie and
computer oriented. The method has been applied on two

problems to get second order reduced models. This
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method has been compared with the several order

reduction techniques available in the literature and shown

in the Table.1 and Table.2, from which it is clear that the

proposed method is comparable in quality. This method
also guarantees stability of the reduced order models if
the original high-order system is stable and matches the
steady-state value with the original high-order system,
The proposed method is equally applicable to linear

multivariable systems and is reported elsewhere.
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