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Efficacy of Feature Selectors for Classifiers in Opinion Mining
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ABSTRACT
Emphasis placed on feature selection depends upon the
leaming algorithrns, Feature selection identifies and removes
irrelevant and redundant information and usually involves
combining search and attribute utility estimation. Tt also
evaluates the specific learning structures leading to many
permutations, Data engineering is thought fo be central in
the mining applications development. Feature selection is
an important and regularly used techniques in pre-
processing the data for data mining as it reduces features
number, removes irrelevant and noisy data and expedites
data mining algorithms thereby improving mining
performance parameters like accuracy and clarity. The aim
of ap;ﬁlying attribute evaluators for feature selection is the
reduction of computational complexity and selected feature
subsets improved classification accuracy. This paper aims
to analyse different attribute evaluators/feature selectors and
their classification using the K-Nearest Neighbour classifier

following which evaluator performance is compared.
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1. INTRODUCTION

Feature selection is a research and development area in
statistical paftern recognition, machine learning and data
mining [1, 2] from the 1970s, and currently applicable
to varied fields like text categorization [3, 4] and image

retrieval 3, 6]. Feature selection is used to select a subset
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of original features. A feature subset is optimality
measured by an evaluation criterion and this feature
selection process includes 4 basic steps like subset
generation, subset evaluation, stopping criterion, and

result validation.

The search process of subset generation [7, 8] results in
candidate feature subsets for evaluation based on a
specific search strategy. Every candidate subset being
evaluated and compared with the earlier best set based
on specific evaluation criteria. An improved new subset
replaces an earlier best subset with this process of subset
generation and evaluation continuing till it satisfies a
stopping criterion. Now the newly selected subset must
be validated by earlier knowledge or through various tests
via synthetic and/or real world datasets. Feature selection
is widely applied in the field of data mining in areas like
classification, clustering, association rules, and
regression. The feature selection is also titled subset or
variable selection in statistics. A simple feature selection
algorithm is ad hoc in nature, but that is not to say that
other methodical approaches do not exist. From a
theoretical viewpoint, it is a fundamental requirement
for a total search of all feature subsets as optimal feature
selection for supervised learning problems improves the
performance. But in the real world problems, this is
impractical when many feature seis are available, so the
search for a satisfactory set is done instead of an optimal

set.
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Feature selection algorithms typically are of twg types;
feature ranking and subset selection. The fomgr ranks
features through a metric eliminating those features
without an adequate score, while the latter tries to locate
features for an optimal subset. The major problem is to
decide when to stop the algorithm, which a cross
validation does in the machine learning. Subset selection
evaluates features as a group for suitability. Subset
selection algorithms are further broken down into
Wrappers, Filters and Embedded. The first uses search
algorithms to search through features space, evaluating
subsets by running a model on them. The wrapper model
requires a predetermined mining algorithm to evaluate
performance and attempts feature location suiting mining
algorithrn which improve performance. But it is expensive
computationally when compared to filter models [9, 10].
Wrappers are also expensive computationally and risk
over fitting models. Filters and Wrappers are same in a
search approach, but a simiple filer is evaluated instead of
model evaluation. Data characteristics form the core on
which the filter model relies to evaluate and select feature
subsets sans the use of mining algorithms. Embedded

techniques are embedded in and model specific.

Though search approaches use greedy hill climbing, for
evaluating a candidate subset of features iteratively, before
modifying a subset and evaluating whether the new subset
is an improvement over the old. Subset evaluation needs
metric scoring which grades subsets features, As a
voluminous search is not practical, a features subset with
the highest score is selected as the satisfactory feature
subset. The stopping criterion varies according to
algorithm with possible criteria including a subset score
exceeding a threshold, a program’s maximum aliowed run
time being surpassed, etc, Two popular classification
problem filter metrics are correlation and mutual

information. Both are true metrics/’distance measures” in
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a mathematical sense as they do not obey the triangle
inequality and hence do not compute actual ‘distance’ —
and hence can only be regarded as ‘scores’, which are
computed between a candidate feature and needed oufput
category. But there are also trie metrics which are a simple

function of mutual information.

In this paper, different atiribute evaluators/feature selectors
such as Correlation based feature selector (CFS), SVM
attribute evaluator, Principal components evaluator is
analysed and their classification using the K-Nearest
Neighbour classifier following which evaluator performance
is compared. The opinions mined from unstructured text
documents are classified to evaluate the efficiency of the

feature selectors.

I LITERATURE SURVEY

Machine learning survey review on feature selection is seen
m 1], [11]. Particularly, Liu et. al. {11} used small artificial
data sets to discover strengths and weaknesses of various
ativibute selection methods in connection with noise, difterent
attribute types, multi-class data sets and computational
complexity.

Some very successful learning algorithms include
Quinlans iterative dichotomiser 3 (ID3) [12] and classifier
4.5 (C4.5) [13], classification and regression trees (CART)
proposed by Breiman et al [14]. All of them use greedy
search through decision trees space using an evaluation
function at each stage to select an attribute with the best

ability to discriminate classes,

Kira and Rendell [15] suggested another approach for
feature selection with the filter based feature ranking
algorithm (RELIEF), which was another proposal of

 theirs, assigning a weight to every feature on its capability

to differentiate classes. It then chooses features whose

weights are in excess of the defined threshold as the
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correct feature. Weight computation here is computed ‘,0'11
the basis of the probability of nearest neighbours from
two different classes with differing values for an attribute
and probability of two nearest neighbours from the same
class having the same attribute value., The bigger the
difference between two probabilities, more significant is
the attribute. Thus measure for a two class problem is
defined and later extended to handle multiple classes. This
is done through splitting the problem into many two-class

problems.

Konénenko [16 ] suggested the use of k-nearest
ncighbours to increase probability approximation
reliability. He also proposed that RELIEF could be
extended to work efficiently with multiple sets. This is
due to the fact that weighting schemes are easy to

implement and hence are preferred for their efficiency.

Bo Pang et al,, 2004 {17] investigated the effectiveness
of classification of documents by overall sentiment using
machine learning techniques. Experiments showed that
the machine learning techniques give a better result than
human produced baseline for sentiment analysis on movie
review data. The experimental setup consists of movie-
review corpus with randomly selected 700 positive

sentiment and 700 negative sentiment reviews.

Peter Turney 2002 [18] proposes an unsupervised leaming
algorithm, using semantic orientation of the phrases
containing adjectives and adverbs, to classify reviews.
The approach initially extracts phrases containing
adjectives and adverbs; the semantic orientation of the
phrase is estimated using PMI-IR; based on the average
semantic orientation the phrases the review is classified
as recommended (Thumbs up) or not recommended
(Thumbs down). Experiment was conducted using 410
reviews on various topics; average accuracy of 74% was

achieved.
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Xiaowen Ding et al., 2008 [19] proposes a holistic lexicon-
based approach which uses external indications and
linguistic conventions of natural language expressions to
determine the semantic orientations of opinions. The

proposed algorithm uses linguistic patterns to deal with

‘ special words, phrages.

Wiebe J et al., 2004 [20] proposed a learning method for
creation of subjective classifiers, which can be used on
unannotated text. The method developed is superior to
other previously used supervised learning approaches. In
an attempt to build classifiers which can distinguish
subjective and objective sentences, a new objective
classifier was created using new objective clues which
achieved higher recall than previous works. Their
approach began with seeding process which uses known

subjective words to automatically create training data.

Pang et al., 2002 [21] proposed a machine-learning
method to find subjective portions in a document.
Exiracting of the subjective portions can be done using
techniques for finding the minimum cuts in graphs. This
makes it easy to incorporate the cross sentence related
constraints. Pang et al., studied the relationship between
polarity classification and subjectivity discovery, showing
that shorter extracts got from compressed reviews retain

polarity information as that of the full review.

I METHODOLOGY

In this paper it is proposed to use online movie reviews
as data due to the availability of a large number of reviews
online, Internet Movie Database (IMDDb) is an online
database of information related to movies, television
shows, and fictional visual entertainment media. Bo Pang
and Lillian Lee [6] provide collections of movie-review
documents collected from the IMDb archives which are

categorized based on its overall sentiment polarity as
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positive/negative or subjective rating (e.g., two, stars).
Features are extracted by using list of stop wc;rds for
commonly occurring words and stemming words with
similar context. The terms document frequency is
computed. In a set of documents x and a set of terms &,
each document can be modeled as a vector v in the
dimensional space, this is a vector space model. Let the
term frequency be denoted by, this expresses the number
of occurrence of the term in the document. The term-
frequency matrix measures the association of a term with
respect to the given document. is assigned zero if the
document does not contain the term, and a number
otherwise. The number could be set as = lwhen term
occurs in the documnent or uses the relative term frequency.
The relative term frequency is the term frequency as
opposed to the total number of occurrences of all the terms

in the document. The term frequency is

generally normalized by :

o Seg(x.a)=0
IFix,a)= {1 + log{i +1gg(ﬁeq{x,a})) otherwise

Another measure used is the inverse document
frequency (ID¥F), it represents the scaling factor. If term
a occurs ffcqucntly in many documents, then its
importance is scaled down due to its reduced

discriminative power. The IDF’ (a) is defined as follows:

1+|xi

IDF(a)=1og.
x

(-

x, is the set of documents containing term .

Similar documents have similar relative term frequencies.
The similarity can be measured among a set of documents
or between a document and a query. Cosine measure is
generally used to find similarity between documents; the

cosine measure is got by:
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V).V

sim(vl,vg) = ]vl |v I
1 2

where ¥, and V, are two document vectors, WV, de-

a
fined as Zh . W,;V,; and After performing IDF for the

text docurnents, four different feature selectors namely,
Correlation based feature selector, Info Gain attribute
evaluator, SVM atfribute evaluator and Principal compo-

nent evaluator are applied to the documents.

A. Correlation based feature selector (CFS)

Feature selection plays an important role in machine
learning, as machine learning algorithms uses features for
analysis and prediction. Feature selection is a process of
identifying most relevant features for learning; it
eliminates irrelevant and redundant features of the data
thus improving the performance of the learning algorithm,
Feature selection is accomplished by filters, wrappers or
CFS, a correlation-based feature selector algorithm. A
good feature subset is one that contains features which
are highly correlated to the class and uncorrelated with

other features.

Correlation based feature selector (CFS) is a simple filter
algorithm which ranks feature subsets according to
correlation based heuristic evaluation function [10].
Irrelevant features get eliminated as it will have low
correlation with the class and redundant features are
removed as they are highly correlated with one or more
feature. The CFS’s feature subset evaluation function is
given by:
M= ¥
e+ (k- 1)7y

where M ; is heuristic merit of a feature subset
& is feature subset

F,; is mean feature-class correlation ( fes)
Fﬁ is average feature-feature inter correlation.
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B. Info Gain Attribute Evaluator £ i
The Info gain procedure calculates an instance’s
probability as it is a segment border comparing this to the
segment border probability in that a feature has a specific
value. The higher the probability change the more useful
the feature, This is a simple and quick attribute ranking
process used regularly in text categorisation applications
where a huge volume of data precludes use of highly
sophisticated attribute selection techniques. The amount
by which class entropy decreases reflects additional class
information provided by the attribute and is known as

information gain.

C. SVM attribute evaluator

A support vector machine (SVM) evaluator uses nonlinear
mapping to transform the original training data into a
higher dimension. With nonlinear mapping data from two
classes is separated by 2 hyperplane. The SVM uses
support vectors and margins to find hyperplane. The
disadvantages of this method is that its time consuming,
Thc advantages are that it is very accurate and less prone
to overfitting. The margin is the distance between the
hyperplane and the entity. The output for a SVM with
mput vector ¥ and 4 the normal vector to hyperplane,
the output y is given by:

U=wx-h

The separating hyperplane is the plane 3 = (). The

margin is given by:

then maximizing the margin is equivalent to solving the
following optimization problem:
. 1
minn —Owl:
wb 2
subjectto y, = (fff.i - b) =1
b is a bias variable, and N is the number of training

example. It follows that the margin corresponds to the
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quantity 1/0wl} and the maximization of margin is
achieved by minimizing [ w/(]?

The optimization problem is converted to quadratic
programming where the objective function ¥ is

dependent on Lagrange multipliers «;,

. . . 1 Ny N i
minw (&) = mlngzllz_al%yf{xi-xf)@“f‘zli %
o o ] J H)

Subject to constraints,

@, >0 and
N
Zyi 1 =0
i=1

D. Principal components evaluator

Principal cornponent analysis is a statistical technique which
reduces data dimensionality as a result of transforming
original attribute space. Computing original attributes
covariance matrix and extracting eigenvectors results in the
formation of transformed atiributes. The eigenvectors
(principal components) define an original attribute space from
a linear transformation to a new space where attributes are
not correlated. Eigenvectors are ranked according to
variations in the original data they account for. Generally,
the first few transformed atiributes account for most of the
retained data variation with the rest being discarded. It should
be noted that when comparing all attribute selection
techniques, principal components proves to be the lone
method which needs ne supervision, In other words, it makes

110 use of the class atiribute,

The PCA feature extraction method obtains new attributes
through a linear combination of original attributes, Holding
on to highest variance components achieves dimensionality
reduction, Principal components nuntber less than or are
equal to original variables in numbers. This transformation
is so defined that the first principal component has the biggest
possible variance , accounn'ngxfor as much variability as

possible in the data. Thus each sxfcceeding component in
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turn has the highest variance possible under an orthog nal
constraint - uncorrelated to - preceding components. Principal
components are independent only when data sets are jointly
and normally distributed.

IV. Results and Discussion

A total of two hundred reviews with 100 positive opinions
and 100 negative opinions are chosen in this work and
their IDF computed. The proposed feature selectors are
applied to perform the feature exiraction. K Nearest
Neighbour classifier is used for calculating the
classification accuracy and the results are compared and

shown in the table below Tablel.

Tablel.
Attribute Evaluator % of Efficacy

Cfs Subset attribute 68
evaluator

InfoGain attribute evaluator 75

SVM stiribute evaluator 70

Principalcomponents 95
evaluator

The results are then depicted in the following figure. 1.
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attribute attribute
evalualor + evaluator

cfs subset
evaluator

" Figurel. Efficacy of Feature Selectors

Y. ConCLUSION

In this paper, it is proposed to extract words from
reviews and select words based on their importance using

IDF. The feature set is reduced using the different types
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of feature selectors .K-Nearest Neighbour classifier is
used and the classification accuracy is calculated. The
work is more encouraging and as opinion mining is the
fertile field of research, feature extractors on the large
number of attributes and large scale multivariate data

pertaining to opinion mining can be performed.
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