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ABSTRACT

Computer vision is a field that includes methods for
acquiring, processing, analyzing and understanding of
tmages and also has been described as the enterprise of
automating and integrating a wide range of processes
and representations for vision perception. Visual
recognition is one of the major problems in computer
vision. It includes the problems of scene classification,
image annotation, image retrieval, object recognition and
object detection. Context is a rich source of information
about an object identity, location and scale. A novel frame
work to context modeling is based on the probability of
co-occurrence of objects and scene is proposed. Images
are represented by their posterior probabilities with
respect to set of contextual models build upon the Bag-
of-Features image representation. Representing images
by posterior nrobabilities are remarkably noise-free and
an effective model of the contextual relationships between
semarntic concepts, This modeling is based on two classes
of representation. The first class consists of methods that
model contextual relationships between sub-image
entities. Methods in the second class adopt a scene-

centric representation. Context models are learned from
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entire images by generating a holistic description of the

scene or its gist.

Keywords : Computer vision, confext, image retrieval,

object recognition, scene classification.

I. INTRODUCTION

Visual recognition is one of the major problems in computer
vision. It includes the problems of scene classification
[31. [141, {151, [16], image annotation [ 1], [6], image retrieval
[21], object recognition [8] and object detection [22].
Object recognition is an attempt to mimic the human
capability to distinguish different objects in an image.
The automatic object recognition concept is used in
industry, Many applications involve recognition of
patterns in data. The field of pattern or object recognition
provides domain independent technique for data analysis,
The recognition has been used to refer many different
visual abilities, identification, categorization and

discrimination.

Scene classification differs from the conventional object
detection and image retrieval to the extent that a scene is
composed of several entities often organized in an
unpredictable layout. A given scene, it is virtually
impossible to define a set of properties that wouid be

inclusive of all its possible visual manifestations.

There are two main elements in an image classification

system. The first one refers to the computation of the
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feature vector representing an image and the second is

the classifier, the algorithm that classifies an input ima&
into one of the predefined category using the feature
vector. Classifying scenes such as mountains, forests and
offices is not an easy task owing to the variability,

ambiguity anc wide range of illumination.

In general there are two basic strategies found in scene
classification. The first uses low level features such as
global color or texture histograms, the power spectrum
and is normally used to classify only a small number of
scene categories indoor versus outdoor. The second
strategy uses an intermediate representation before
classifying scenes and has been applied to cases that are
larger numbey of scene categories. The last decade has
produced significant advances in visual recognition.
These methods follow a common recognition strategy that

consists of
1) Identifying a number of visual classes of interest,

2) Designing a set of appearance features or some other

visual representation,

3) Postulating an architecture for the classification of

those features,

4) Relying on sophisticated statistical tools to learn

optimal classifiers from training data.

The resulting classifiers are referred as strictly appearance
based classifiers [7]. Recent innovations produced better
features. The ubiquitous SIFT descriptor, methods for
fast object Ug‘natching, sophisticated discriminate
classifiers suc‘h as Support Vector Machines (SVMs) with
various kernels tuned for vision [1] and sophisticated

statistical models [3]. Compared to the recognition

strategies of biclogical vision, strictly appearance-based
methods have the limitation of not exploiting contextual
cues. Psychophysical studies have also shown that
context can depend on multiple clues [2]. Object
recognition is known to be affected by several properties
such as support objects do not float in the air, interposition
objects occupy different volumes, probability objects
appear in different scenes with different probabilities,
position objects appear in typical locations and size

objects have typical relative sizes [1].

In recent years, several efforts had taken to account for
context in recognition. Such efforts can be broadly
classified into two classes. The first consists of methods
that model contextual relationships between sub-image
entities. Methods in the second class learn a context model
from the entire image and generating a holistic
representation of the scene known as its gist. More
precisely, image features are not grouped into regions or
objects, but treated in a holistic scene-centric framework.
Various recent works have shown that semantic
descriptions of real world images can be obtained with
these holistic representations, without the need for explicit
image segmentation. The holistic representation of context
has itself been explored in two ways. One approach is to
rely on the statistics of low-level visual measurements
that span the entire image. A second approach is to adopt
the popular Bag-of-Features representation to compuie
low-level features locally and aggregate this across the .
image to form a holistic context model. These methods

usually ignore spatial information.

An approach to context modeling based on the probability
of co-occurrence of objects and scenes. This modeling is

quite simple, and builds upon the availability of robust
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appearance classifiers. A vocabulary of visual concepts
is defined and statistical models learned for ali con@'pts
with appearance modeling techniques. These techniques
are typically based on the Bag-of-Features (BoF)
representation. The outputs of the appearance classifiers
are interpreted as the dimensions of a semantic space.
Images are represented by the vector of its posterior
probabilities under each of the appearance models. This
vector is denoted as a Semantic Multinomial (SMN)

distribution,

II. RELATED WoRrk

There are many works done regarding object-centric and
scene-centric approaches. In the earlier works of object
centered approach uses to represent object intrinsic
features exclusively for performing object detection and
recogrition tasks. Antonio Torralba uses a scheme that
includes context information in object representations and
to demonstrate its role in facilitating individuai object
detection. This approach is based on using the differences
of the statistics of low-level features inreal-world images
[13]. In that object locations and scales can be inferred
from a simple holistic representation of context based on
the spatial layout of spectral components that captures
low-resolution spatial and spectral information of the

image 18],

Exploiting both local image data as well as contextual
information Torralba et al, introduces Boosted Random
Fields (BRFs), uses boosting to !eém the graph structure
and local evidence of a Conditional Random Field (CRF),
Boosting is a simple way of sequentially constructing
strong classifiers from weak components and has been
used for single class object detection with great success.

[19].
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Fink et al. proposed an efficient method for detection of
multiple objects in complex scenes. In this dynamic
programming mutual boosting, multiple detectors of
objects and parts are trained simultaneously using
AdaBoost and object detectors might combine the
remaining intermediate detectors to enrich the weak learner
set [4]. Boosting examines a larger features set during
training but it has the disadvantage that an iteration of
mutual boosting detection of M objects is time consuming

process.

Sivic et al. proposed a method to automatically discover
the visual categories present in the data and localize the
visual categories in the image from a set of unlabelled
images. It investigates three major areas including topic
discovery categories are discovered by pLSA ,
classification of unseen images — topics corresponding
to object categories are learnt on one set of images and
used to determine the object categories present in another

set and object detection is to determine the location and

approximate segrmentation of objects in each image [17).

A method for recognizing scene categories based on
approximate global geometric correspondence is given
by Lazebnik etal [9]. The technique works by partitioning
the image into increasingly fine sub-regions and
computing histograms of local features found inside each
sub-region. The resulting spatial pyramid is a simple and
computationally efficient extension of an order less Bag-
of-Features (BoF) image representation. The result shows
that global representations can be surprisingly effective
not only for identifying the overal scene for categorizing

images as containing specific objects.
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Li et al. proposed a Bayesian hierarchical model for learning

natural scene categories to learn and recognize naturﬂ

scenes. The model represents the image of a scene by a
collection of local regions, denoted as code words
obtained by unsupervised learning. Each region is
represented as part of a theme.It provides a principled
approach to learning relevant intermediate representations
of scenes automatically and without super vision and also
it "1ses a principled probabilistic framework for learning

models of textures via code words [10].

Zhang et al., proposed an approach that permits
recognition based on color, texture and particularly shape
in a homogeneous framework. This approach can be
applied to large, multiclass data sets it outperforms nearest
neighbor and support vector machines. In this framework,
scaling to a large number of categories does not require

adding new features [24].

A novel approach for visual scene modeling and
classification investigating the combined use of te)l<t
modeling methods and local invariant features was
proposed by Quelhas et al. 2007. The frame work for scene
classification integrates scale-invariant feature extraction
and latent space modeling methods. This approach uses
probabilistic Latent Semantic Analysis (pLSA} for scene
ranking and clustering. pLSA is able to automatically
capture meaningful scene aspects from data, scene
similarity is é‘vident and was useful to explore the scene
structure of an image collectioﬁ and turning it into a tool
with potential in visualization, organization, browsing and
annotation of images in large collections was proposed
by (Hofmann 1999). The approach exploits the output of
one-against-all classifiers to derive multiple class labels

[14].
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An approach for autorﬁaticaily discovering intermediate
concepts from scenes by Maximization of Mutual
Information (MMI) was proposed by Liu et al [12]. The
approach to capture the spatial information of the semantic
concepts in the scene, the Spatial Pyramid Matching
(SPM) and weighted Spatial Concept Corellogram (SCC)
[22) is used. The method uses SVM as a classifier to train

and test the models.

A nonparametric, data—driven model for image features
that captures spatial dependencies via a multi scale
graphical mode! was proposed by Kivinen et al [8]. The
individual features or wavelet coefficients are marginaily
described by Dirichlet Process (DP) mixtures, yielding the
heavy-tailed marginal distributions characteristic of
natural images. Dependencies between features are then
captured with a hidden Markov tree and Markov chain
Monte Carlo methods used to learn models latent state

space.

A framework for object categorization named CoLA for
Co-occurrence, Location and Appearance was proposed
Galleguillos et al. 2008 uses a Conditional Random Field
{CRF) to maximize object label agreement according to
both semantic and spatial relevance. Model the relative
location between objects using simple pair wise features.
By vector quantizing the feature space learn a small set of
prototypical spatial retationships directly from the data

[51,[11]. .

A new descriptor for images that allows the construction
of efficient and compact classifiers with good accuracy
on object category recognition was given by Torresani et
al.. The descriptor is the output of a large number of weakly
trained object category classifiers on the image. The

trained categories are sefected from ontology of visual
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concepts and it accepts the existing object category
classifiers often encode ancillary image characteriﬁfcs.
The advantage of the descriptor is that it allows object-
category queries to be made against image databases
using efficient classifiers efficient at test time such as

linear support vector machines [20].

An implementation of contextual modeling was proposed,
in this approach concepts are modeled as mixtures of
Gaussian distribution on appearance space and mixtures
of Dirichlet distributions on semantic space. This model
shows that 1) the contextual representation outperforms
the appearance based representation and 2) this holds
irrespectively of the choice and accuracy of the underlying
appearance models. This model combines the object-

centric and scene-centric approaches.
HL ApPEARNCE BASED MoODELS
A. Appearance Based Classifiers

At the visual level, images are characterized as
observations from a random variable X, defined on some
feature space y of visual measurements. y could be the
space of Discrete Cosine Transform (DCT) or SIFT (Scale
Invariant Feature Transform) descriptors. Each image is
represented as a bag of N feature vectors [= {x,...., X},
xi €y assumed to be sampled independently. Images are
labeled according to a vocabulary of semantic concepts
L= fw, ..., w, }. Concepts are drawn from a random
variable W, takes values in {w, ..., w ) Each concept
induces a probability density on y by using the Equation
ey
PW(I/w)r—"I'IPW(xj[w) )]
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The densities P b, ) @r€ learned from a training set of
images D= {i,.., Imi}’ annotated with captions from the
concept vocabulary L. For each concept w, the concept
density P, (x|w) is learned from the set D_of all training
images and caption includes the w™ label in L. P o (XIW) s
an appearance based model and the observations drawn
from concept w in the visnal feature space y, Given an
unseen test image I, minimum probability of error concept
detection is achieved with a Baye”s decision rule based
upon the posterior probabilities for the presence of
concepts w ¢ L given a set of image feature vectors I by
using the Equation (2)

Py W) P, (W) 2)
Py (W) =

P.@

B. Designing Semantic Space

The concept detection only requires the iargest posterior
concept probability for a given image and it is possible to
design a semantic space by retaining all posterior concept
probabilities. A semantic representation of an image L,
can be obtained by the vector of posterior probabilities,
F=y, ..., I1,%)" and I1 ¥ denotes the probability P,
x . This vector is referred to as a Semantic Multinomial
(SMN) and lies on a probability simplex S, referred to as
the semantic spaée. In this way, the representation
establishes a one-to-one correspondence between images

and points IV in S,

Appearance-based object or concept recognition system .
can be used to produce the posterior probabilities in [+
These probabilities can even be produced by systems
that do not learn appearance models explicitly. This is
achieved by converting classifiers scores to a posterior

probability distribution by using probability calibration
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techniques. The distance from the decision hyper plane
learned with Support Vector Machines (SVM) can b{
converted to a posterior probability using a simple sigmoid

function.
C. Limitations of Appearance Based Models

The performance of strict appearance-based modeling is

upper bounded by two limitations:

1) Contextually unrelated concepts can have similar

appearance features

2) Strict appearance models cannot account for

contextual relationships{23].

Image patches frequently have ambiguous interpretation
that makes it compatible with many concepts if considered
in isolation. Second, strictly appearance-based models
lack information about the interdependence of the
semantics of the patches that compose the images in a

class.

In the first case, a patch can accidentally co-occur with
multiple concepts a property usually referred to as
polysemy in the text analysis. In the second, patches from
multiple concepts typically co-occur in scenes of a given
class the equivalent to synonymy for text. Only the co-
occurrences of the second type are indicative of true
contextual relationships and SMN distributions learned
from appearance-based models capture both types of co-

OCCUITENCES,

IV. VisualL Recocniron By ConteXxT BASED

MobpELS

The possibility to deal with the ambiguity of the semantic
representation is to explicitly model contextual

dependencies. This can be done by introducing
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constraints on the appearance representation by modeling
constellations of parts or object relationships {25]. The
introduction of such constraints increases compiexity and
reduces the invariance of the representation. A mare
robust alternative is to keep Bag-of-Features (BoF) and
represent images at a higher level of abstraction there by
ambiguity can be more easily detected. This is the strategy
proposed in this work and the fact is that these two types
of SMN co-occurrences have different stability to extract

more reliable contextual features.
A. Semantics 1o Confext

The basic idea is that, images from the same concepts are
expected to exhibit similar contextual co-occurrences aﬁd
this is not likely for ambiguity co-occurrences. By
definition ambiguity co-occurrences are accidental and it
is impossible to detect from a single image. Stable
contextual co-occurrences should be detectable by joint
inspection of all SMNs derived from.the images of a
concept. This is accomplished by extending concept
modeling by one further layer of semantic representation.
Each concept w is modeled by the probability distribution
of the SMNs derived from all training images in its training
set, Dw. This SMN distribution is referred as the contextual
model for w. If Dw is large and diverse, this model is
dominated by the stable properties of the features drawn
from concept w. In this case, the features are SMNs and
stable properties are the true contextual relationships of
w. Concept models assign high probability to regions of -
the semantic space occupied by contextual co-
occurrences and small probability to those of ambiguity
co-occurrences. Considering that streets typically co-
occur with buildings. The contextual model for street

assigns high probability to SMNs that include both
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concepts and street only co-occurs accidentally with
bedroom, SMNs including this concept receivd{low
probability. Representing images by using posterior
distribution under contextual models emphasizes
contextual co-occurrences, Posterior probabilities at this
higher level of abstraction are referred ag contextual
features and the probability vector associated with each

image as a contextual multinomial distribution.

B. Learning Contextual Concept Models

Extenuate the effects of ambiguity co-occurrences,
contextual concept models are learned in the semantic
space S, from the SMNss of all images that contain each
concept. A concept w in L is shown to induce a sample of
observations on the semantic space 8. S is itself a
probability simplex and it is assumed that this sample is
drawn from a mixture of Dirichlet distributions by using

the Equation (3) and (4).
Pow(lliw; Q%) =% B."Dir(lLe. ™) (3)

The contextual model for concept w is characterized by a
vector of parameters Qv = { B, @}, here B, isa
probability mass function (ZB*=1)and Dir(IT;) is a
Dirichlet distribution of parameter .= { o, ..., al} andr

{.) isthe Gamma function.

ro(Zh o)A 4)

=17

Dir(IT;e) =

I, r {e)

The parameters ) * are learned from the SMNs T ofall
images in D ,» the images annotated with the w* concept,
For this, rely on maximum likelihood estimation using the
Generalized Expectation-Maximization (GEM) algorithm,
GEM is an extension of the weil known EM algorithm. It
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consists of two steps. The E-Step is identical to that of
EM, computing the expected values of the component
probability mass B,. The generalized M-step estimates the

parameters o,.

C. Contextual Space

The contextual concept models Pow(1iw) play in the
éemantic space S is a similar role to that of the appearance
based models Py w(XIW) in visual space % by using the
Equation(5). it follows the Miniinum Probability of Error
(MPE) concept detection on a test image I¥ of SMN can
be implemented with a Bayes decision rule based on the

posterior concept probabilities,
P PP (W) (5)

P (W) =

P, (IT)

This is the semantic space equivalent of Equation (2) and

Once again assume a uniform concept prior P, (w).

;

------

Figure 1 : Contextual Multinomial of an image

it is also possible to design a new semantic space by
retaining all posterior concept probabilities 6 = Pon
(WIIT*). The vector (07,...., 017 as the Contextual
Multinomial (CMN) distribution of image I". Figure [ shows
CMN vector lie on a new probability simplex C, this is

referred to as the contextual space.
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V. REesurLrs AND Discussion

A number of object recognition experiments werg
performed on N15 data set to evaluate the impact of
parameters of the contextual representation on recognition
performance. Recognition proceeds in two steps:

Segmentation and Classification as shown in Figure 2.

Classification

Figure 2 ;: Object Recognition Stages

The N15 dataset comprises of images from 15 natural
sceﬁe categories. These images are used to learn concept
densities and also used as test set. Recognition.
experiments are repeated 5 times with different randomly
selected train and teét images. The SMN and CMN
vectors computed from each image. From the results the
proposed CMNs are remarkably noise free for all semantic
spaces considered. This captures the gist of the
underlying scenes and assigning high probability only
to truly contextual concepts. Using the SIFT descriptors
and DCT the contextual modeling gives better accuracy
résults for scene classification and retrieval also the
Bayesian rule plays an important role in this recognition.
From the Figure 3 the performance of context based models

is better than the existing appearance based models.

I k' .
09 L , Y
3 oos .WMM -
£ oo
E G'MT ey
3 005 % wmns AFPEARANCE
£ I BASED
5. ool
= o3 , === CONTEXT
BASED
.02
2033 o
1

' z 5 q 5 3
No of Times Object Access

Figure 3 : Performance of Context Based Models

V1. CONCLUSION

The proposed modeling is quite simple and builds upon
the availability of robust appearance classifiers. Images
are represented by posterior probabilities with respect to
a set of contextual models and built upon the bag-of
features image representation through two layers of
probabilistic modeling. The images are then represented
by its posterior probabilities with respect to these
distributions. The overall representation is similar to a
topic model and topics are learned ina supervised manner.
Supervised learning is a necessary condition for
overcoming the semantic gap between the low-level patch
representation and the higher level contextual

relationships.
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