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ABSTRACT

Intrusion Detection Systems are integral part of system’s
security and are one of the fastest technologies within
the security space. Various approaches to Intrusion
Detection are currently being used, but they are relatively
ineffective. The major problem in intrusion detection
system research is the speed of detection - good measure
of performance since they measure what percentage of
intrusions the system is able to detect. The basic K-Means
clustering algorithm is inefficient on high data sets due to
its unbounded convergence of cluster centroids. So for
removing this problem we have adopted an improved
optimum cluster initialization algarithm to obtain effective
and efficient crisp clusters in Intrusion Detection System.
The technique is tested using multitude of background

knowledge sets in DARPA network traffic datasets.
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I. InTRODUCTION

Computer networks are one of those unique gifts of modern
science and the rapid proliferation of computer networks

has changed the prospect of network security and as the
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network advanced, intrusions and misuses followed, Now-
a-days intrusion detection systems have become a

standard component in security infrastructures.

Intrusion as generally described is an act of trespassing
or infringing the integrity, confidentiality or preventing
the availability of a resource {1]. Intrusion Detection
Systems detects unauthorized or malicious attacks over a
computer system that occurs primarily through network.
These attacks can compromise the security and trust of a
system. Intrusions refer to the network attacks against
vulnerable services, data-driven attacks on applications,
host-based attacks like privilege escalation, unauthorized

logins and access to sensitive files.

Researchers have developed Intrusion Detection Systemns
(IDS} capable of detecting attacks in several available
environments, Categorized broadly based on their patterns
of detection, IDSs can be classified as misuse detectors
or anomaly detectors. Misuse detectors rely on
comprehending the patterns of known attacks [2, 3], while
anomaly detection exploits user profiles as the basis of
detection, and brands the characteristics of the deviant

from the normal ones as intrusion [2, 3, 4, 5].

We have used K-Means algorithm to cluster the data into
normal and intrusion packets. The basic K-Means
clustering algorithm is inefficient on high data sets due to
its unbounded convergence of cluster centroids. So
choosing the proper initial centroids is the key step of the
basic K-Means clustering algorithm. To make-out the

issues, we have developed an improved K-Means
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clustering algorithm to obtain effective and efficient crisp
clusters in intrusion detection inference systerm [6]. The
study has been based on the selected fields of DARPA

dataset.

IL. RatioNAL oF THE STUDY

This section gives a brief introduction of the techniques

used in the proposed work.
A. K-Means Clustering Algorithm

Clustering of dataisa method by which large sets of data
are grouped into clusters of smaller sets of sirnilar data. A
clustering algorithm attempts to find natural groups of
components (or data) based on similarities. The clustering
algorithm also finds the centroid of a group of data sets.
The centroid of a cluster is a point whose parameter values
are the mean of the parameter values of all the points in

the clusters[7].

K-Means clustering is a technique that classifies objects
in to K number of groups based on their atiributes.
Obviocusly K is a positive nurnber. The cluster centroid is
calculated first. Then the grouping is done by minimizing
the sum of squares of distances between the data and the
corresponding cluster centroid, The object of K means
clustering is to classify the data by analyzing the traits
and then organizing them in accordance to their attributes.
The reason why K-Means clustering has been chosen for
the algorithm is that the datasets we analyze need to be
categorized into just two clusters, normal and intrusion.
And hence the value of K can be simply defined as ‘2’
[8,91

K M. Faraoun and A. Boukelif {10} have proposed that K-

means is one of the simplest unsupervised learning

algorithms. The unsupervised intrusion detection is more
appropriate for anomaly detection than classification
based intrusion detection methods. This is due to the
dynamic nature of network traffic intrusions. Mrutyunjaya
et.al [ 1] have also pointed out that K-means clustering is
2 well known Data Mining algorithm that has been used
in an attempt to detect anomalous user behavior, as well

as unusual behavior in network traffic.
B. Improved Optimum Cluster Initialization Algorithm

Witcha Chimphlee,et.al {12] have reported two problems
that are inherent to K-means clustering algorithms. The
first is determining the initial partition and the second 18
determining the optimal number of clusters. Zhang Chen
et.al [13] has proposed a new concept for selecting the
number of clusters and their concept is not suited for
large volume of data and inefficient in cluster initiafization

also.

M. B. Al-Daoud [14] proposed an algorithm for cluster
initialization; this algorithm is based on finding a set of
medians extracted from an attribute with maximum vanance.
But in this algorithm the partitioning of dataset into X
clusters is not sound. The optimum cluster initialization
only calculates the maximum of variance and divides the
cluster based on the maximum of variance. This aigorithm
does not suite for dividing the data objects of maximum
variance into desired subsets. So we have modified the
model for choosing the appropriate initial centroids. This
improved algorithm is based on finding the K centroids
from a set of means extracted from the variance. The
pseudo code for the improved optimum cluster

initialization algorithm is given in Figure : 1.
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Improved optimum cluster initialization alporithm

Output: Set of 2 initial centroids
Procedure ,
Step 1: compute the variance of each attribute

Step 2: Sort it out the variance in any order
Step 3: Find the mean from the set of variance

immediate neighbor variance.
Step 7: Find the mean of each subsels.

Input: DARPA Dataset with n data object with d dimensions

Step 4: Find the difference of distance from the mean to its immediate neighbor variance
Step 5: Divide the data objects of variance into 2 subsets based on the mean
Step 6: The mean is included in any one of the 2 subsets which have minimum distance to

Step 8: Use the corresponding data objects of each mean as initial cluster centroids

Figure 1 : The pseudo code for the improved optimum cluster initialization algorithm

Figure : 2 shows the functioning of improved K-Means
clustering Algorithm, This algorithm has been used to
train the datasets, which may contain normal and

anomalous traffic without labeling them as such in

advance. At the end of the K-means training; the X cluster -

cenfroids are generated and the algorithm is ready for
classifying traftic. The fields in the DARPA datasets are
scrutinized and categorized as intrusion and normal

datasets by applying K-means clustering technique.

Inttusion
Cluster

Selocted 31 fhldy

Figure 2: Bifurcation of data asing K-Means clustering

This algorithm is efficient on large data sets due 1o the
bounded convergence of the cluster centroids. The

improved optimumn cluster initialization technique used in
1

K-Means algorithm results crisp clusters in Intrusion

Detection System.
III. MEeTHODOLOGY

K-means clustering is a technique that classifies objects
in to K 11ﬁmber of grdups based on their attributes or
features, This algorithm takes 2.703 seconds for
_cbmpleting the clustéring operation. The cluster centroid
is calculated first. Then the grouping is done by
minimizing the sum of squares of distances between the

data and the corresponding cluster centroid.

The number of connection records used in the training
dataset is 5000 records from the DARPA using simple
random sampling method. Each record is described by 11
attributes and a labeled attribute which specifies the stitus

of connection records as either normal or intrusions. The
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labeled attribute is considered as 12™ attribute in the
training data set. Since the labeled attribute specities the
status of 5000 records as either nbrmal or intrusions, it is
separated into two clusters- cluster 1 and cluster2. The
training dataset 18 clustered into Intrusion and Non-
Intrusion clusters by applying K-Means technique and it
is verified with actual data.

Table 1: Clustering result statistics

Labeled data (DARPA) /K- data) intrusiot data)
Means Clustering No. of records No. of records
1 0

K-Means Clustering

Table 1 shows the difference between actnal data and K-
Means clustered data. The actual data clearly identified
1668 Intrusion data in cluster-1 and 3332 Non-Intrusion
data in cluster-2. But the K-Means clustering algorithm
clustered the dataset into two; 1633 in cluster-1 and 3367
in cluster-2, which is very close to the actual data

classification.

IV, ExpERIMENTAL RESULTS
A. K Means Performance

The efficiency of the K-Means clustering algorithm is
énalyzed by using the perforrhance indicators such as
True Positive Rate, True Negative Rate, False Positive
Rate, False Negative Rate, Detection Rate and Overall

accuracy.

Once these partitions are performed, every attribute in
tlie normal and deviant cluster is probed to understand

its characteristics. Analyzing the intrinsic nature of these

intrusion data can give a clear picture of the factors that
signify the abnormality. This knowledge can further help
to distinguish the regular from the irregular one. A similar
process is carried out in paraliel to interpret the pattertis

of normality from the regular packets.

Table 2 revealed that the observed result of K-Means
Clustering follows the expected result. This algorithm has
achieved a True Positive Rate of 97.90, a True Negative
Rate 0f98.92, a False Positive Rate of 1.08, a False Negative
Rate of 2.10, a detection Rate of 99.00 and an Overall
accuracy of 98.58.

Table 2 : K-Means Result

Performance Indicators Result
“True Positive Rate 97.90
True Negative Rate 93.92
False Positive Rate 1.08
Talse Negative Rate 2.10
Detection Rate 99.00

98.58 J

Overall Accuracy

B. Measure of K-Means Cluster Asymmetry

The characteristics of intrusion cluster and nen intrusion
cluster has been statistically analyzed with the help of
minimum value, maximum value, mean, mode, standard
deviation skewness and kurtosis. It is noted that the
figures exhibits a deviation in all attributes of both the
intrusion cluster and non-intrusion cluster. Table 3 and
Table 4 revcaled the asymmeirjr spectra of Intrusion
cluster and Non-Intrusion Cluster in K-Means clustering.
The pr;ttéms énus obtained from the analysis makes explicit
that the nature of intrusion and non-intrusion data are

not same.
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Table 3 : Characteristics data of Intrusion Cluster

; ' Cluster'-'1m{l-ntrusion)
‘Fields 1 2] 3 4 5 6 7 8 9 10 11

%mean 2.003} 0.489]50.020{48.683| 47.575] 0.518] 4.478] 505.865] 495818} 517 1| &ng g7
“imod 2.000{ 0.000431.000}11.000] 54.000| 1.000} 3.000| &74.000} 338.000! 775.000] 595.000
‘standard '

deviation | 0.812{ 0.50028.888| 28.927|29.925| 0.500| 2.852| 204.951| 287.480| 285.493 286.725

(Skewness| o oog| 0.004| -0.013] 0.032] -0019]-0.075 0.035]  o000| oos2| 003l 0039

[Kurtosis  [-0.999-1.013] -0.875] 4.438] 0.211]-1.047{-1.307| -1307{ -1.290{ -1.213} -0.592

Table 4 : Characteristics data of Non Intrusion Cluster

Ciuster-2 (Normnal)
IFields 1 2f 3 4 5 6 7 g 9 10 11

mean 2.015] 0.509]48.228|49.701|47.808| 0.494| 4.564| 513.731| 511.590] 508.543] 505.008
mod 2.000} 1.000] 23.000{78.000; 38.000| 0.000| 9.000{ 934.000| ©81.000| 47.008]{ 365.000
‘standard

\deviation | 0.811] 0.500| 26,577128.684] 20.570] 0.500] 2.893] 206.902] 296.650] z88.718| 293584

‘Skewness

‘ -0.0277-0.036) 0.031) -0.005] -0.011] 0.025|-0.015} -0.026| -8.021 -0.004 0.012
Kurtogis | -1.48 21171 -1.175] -1.289 2| -1.23] -1.21459| -1.19986] -1.21984] -1.23252
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