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ABSTRACT

Interconnection networks play a principal role in today’s

parallel computers. In the existing model, performance

evaluation of multistage interconnection networks is

based on a uniform reference model and the assumption
of independent requests. Existing model and analytical

results have been widely adopted by numerous

researchers as a basis to investigate various aspects of

MIN’s. In this paper we study in detail the effects of the
independence assumption on the accuracy of gystem
performance and point out the factor which cause
inaccuracy. A new queuning model is then proposed and
is shown to be very accurat::_‘.-l Since only six states are
needed, independent of the size of MIN ’s, this new model

is very efficient computationally.

Keywords: interconnection networks, multistage
interconnection networks, performance evalnation,

quening theory, simulation.

1. InTRODUCTION
Interconnection Networks provide communication

between different processing elements and system’s
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memory modules. Multistage Interconnection Networks
(MIN’s} have been used in multiprocessor systems for
supporting processor-memory and interprocéssor.
communications as well as in communication systems as
basic switching devices. The advantage of using MINs
inchudes the low hardware complexity compared to that
of crossbars, efficient distributed control schemes,
partitionability, availability of multiple simultaneous paths,
and ability to employ a variety of implementation
techniques [19]. Depending on the clocking structure,
switching mode and control strategy, MIN’s can have
different operational characteristics giving rise to different

system behaviors [11].

In this paper single-path MIN’s are only considered. In
these MIN's internal blocking at any switching element
(SE) may occu, i.e., multiple requests from the inputs
may need to utilize the same output ports of some SE’s or
commumication links and only one of them can occupy
an output port or a link at a time such that the rest of the
requests will be blocked and need to be reissued in the
next cycle. In the existing modeK[11,[21,[4],[5]) =
probabilistic approach is proposed to analyze the
performance of MIN’s based on a uniform reference model
and the assumption of independent requests, i.c., a
blocked request is discarded and a new request, which is
independent of the blocked one, will be generated in the
next cycle to replace the previous blocked yet unserved
request. Thus this independent request model can be
called aé Drop Model (DM) as the request of previous

cycle is not considered for the same port in the current
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cycle [6). In a MIN, all requests from input ports must be
issued at the beginning of a network cycle éhere a
netwark cycle is defined as the time for a Ttequest to
traverse the network and the time for data transmission.
It is clear that this independent request assumption is
not realistic because, in a real system, a blocked request
will go to the same desired memory module in the next
cycle. However, inthe existing model ([1]-[4],[7],and [12])
compared to the results of simmlation, the results are only
slightly different if this independent request assumption
is omitted. Thus, it is generally believed that the drop
model (DM) not only simplifies the analysis but also
accurately predicts the performance of a synchronous

MIN.

Through extensive simulations it is found that the DM is
indeed not accurate[6] enough in many cases, but it has
been widely adopted by many people without further
Jjustifications ([9],{10],[14]-[19],[21}) which motivates the
résearch work of this paper. It has also shown by Lee [6]
that there is an as much as 30% difference between results
using the existing model and those using dependent
request models which are referred in this paper as Hold
Model (HM) as the request of the previous cycle is also
considered for current cycle to the same port. Of course,
the HM is a much more realistic model. Yen, Patel, and
Davidson [21] investigated, on crossbars, the accuracy
of the DM (referred to as Model 1 in their paper) as well
as two other proposed models {namely, Models 2-3) by
comparing them with the simulation results of the HM.
The other two models are-b‘rieﬂy summarized as follows:
Model 2 is a modified version of Model 1 by assuming
that all the blocked requests will always be resubmitted
as new independént reduests, which is referred in this
paper as modified drop model (MDM). By performing

comparisons it is derived Model 3 is the most accurate

model for the analysis of crossbars. However, since
Model 3 is non intuitive ([20],[21]) it is very difficult to
extend this model to analyze cascaded crossbars such as
MIN’s. MDM is slightly better than the DM in terms of
maximum difference. Also, extending MDM to analyze a
MIN will make the analysis more complicated. Thus, the
DM is still widely used for the analysis of MIN's, when

crossbars are cascaded into a MIN.

In this paper we first investigate the existing model (DM),
through extensive simulations, point out that the existing
model (DM) is not accurate enough. After that, a new
queuning model is proposed, which takes into account
that a blocked request will be reissued and will still go to
a previously determined destination, and shows a very
high degree of accuracy. Moreover, since only six states
are needed, independent of size of a MIN, this new model
is very efficient computaticnally. Since the accuracy of
MDM in [22] has only been analyzed on crossbars, in
this paper we also developed a model by adopting the
concept of MDM to the analysis of MIN’s and investigate

its accuracy.

The remainder of the paper is organized as follows. In
Section II, a brief review and investigation of the existing
model is presented. In Section I we present a new model
for analysis. The discussion of the performance of the
system is presented in Section IV. Insection V evaluation
of the proposed model is given. Section VI gives the

conclusions of this paper.

2. AReview Or Drop MoDEL

In order to understand the accuracy of the existing model
{DM), a brief review of the existing model {OM) and the
analytical results {[2],[4],[7]and 19) are presented here.

- The accuracy of its esults is investigated in detail in the

next section.
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The drop model (DM) is based on the following
asstumptions 1)A (P x M) MIN consists of n stages 0{
switching elements (SE’s) where P is the total number of
inputs, M is the total number of outputs, and each SE is
an (ax b) crossbar. For example, a (2x2) crossbar is shown
inl, '

2) During each cycle a request will be generated at each

input port with probability I, i.e, the request rate,

L~ D ol
A 0 A - O
int
1 B 1
Control Control
bit of A bitof A
CA= 0 CA:‘" 1

Figurel(A) : 2x2 Crossbar Switch

{2) Which is usefit] for construction of a (2° x 2y MIN
as shown in Fig. 1(b).

B
i

! - T
Figurel(B) : 3-Stage MIN With 2x2 Crossbar Switch
3) All the requests are uniformly distributed over all output
ports,
4} The requests which are blocked (not accepted) are
ignored. and the requests issued in the next cycle are

independent of the requests previously blocked.
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The fourth assumption is used to simplify the analysis
and of course, is not realistic. In a real system, a rejected
request must be reissued in the next cycle and its

destination must be the same as the blocked one,

Based on the assumptions stated above, in the existing
model an analysis on crossbars of size a x b is performed.
Here a is input size, b is the output size. For an arbitrary
output, the probability that there is no request to the
output is (1-1,/b). Thus, the probability that there is a
request on an arbitrary output of the crossbar is
I, =1-(1-r,/b) (N
The analytical result of a crossbar is then used as the
basis for analyzing a MIN([13],[16]). Since the output
rate of a stage is the input rate of the next stage, in the
existing model an analysis on the synchronous MIN it
can be shown that the probability that there is a request
onany particular output at the (i+1)th stage of the network
satisfies the recurrence relation
r,=1-(1-r/oy(i=0,1......... n-1) {2)

Where 1, is the request rate, and M x r, is the throughput,
which is defined to be the average number of unit

messages delivered by the MIN in a unit time.

2.1. Investigations of Drop Model

Now we investigate the accuracy of the DM and point
out the factors that cause the inaccuracy. The new models
that can avoid those problems will be presented in the

next section.

To verify that DM is not accurate enough in many cases
and the independence assumption is indeed the major
reason for the inaccuracy, we implement two versions of
simulation for DM and HM. When a request is blocked,
it will stop traveling through the network. For the DM
the source node with a blocked request will generate a

new request with probability r, and will generate another
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destination. However, for the HM when a request is
blocked, the source node will reissue the same gquest in
the next cycle to the same destination. The results of the
DM are always too conservative for a small value of 1,
and too optimistic for a large value of . This observation
can be understood through the following interpretations.
In the first case when the request rate r, is small, and
once a request is blocked, it should be reissued in the
ﬁext cycle. Thus, the probability of issuing a request in
the next cycle should be 1. However, the probability of
issuing a request under the existing model (i.e., the DM)
will still be r,. Thus, the existing model will have much
lower throughput than the realistic model. The inaccuracy
will depend on the difference between the value of 1 and
the probaBility for a request to be blocked. A decrease of
b/a will increase the difference between the DM and the
HM when r_is small. An increase of n will increase the
probability for a request to Be blocked through the
network.

In the second case when the request rate r_is high, there
will be a considerable probability that many requests need
the same path and only one of them will be chosen and
all others will be blocked. In a real system once those
requests are blocked, they are likely to use the same path
in the following cycle. However, the DM assumes that all
requests are uniformly distributed over all paths in each
cycle; those requests that needed the same path and
were blocked in the previous cycle will again be assumed
to be uniformly distributed over all paths. When request
rate 1 is high, there will-be a large number of requests
that need the same path in a cycle. The difference between
the DM and the realistic HM is not negligible. A realization
of this optimistic condition is shown in Fig.2.Box which

is shown in fig.2(b) of existing model in the current cycle

is just one of possible outcomes fiom box which is shown

fig2 (c} is of proposed hold model(HM).

{b)
1
J e
{a)

] Existing Model

— — {c)
Previous Cycle : .

Proposed Model

Figure 2: Realization Of The Optimistic Condition

3. New QueuinGg MobEL

We propose a new queuing model for analyzing
crossbars[8] which utilizes the knowledge of the
simulation results to adjust the dominant factors that
cause the inaccuracy. From the discussion in the previous
section it is clear that those factors which cause the
inaccuracy in both the conservative and optimistic
conditions of the DM need to be adjusted. Since the
requests from all the input ports to all the output ports
are assumed to be stochastically identical, we can then
perform the analysis on the behavior of an arbitrary path.
First, we perform analysis on a single crossbar. After that,
we generalize it to the analysis of a MIN. The new queuing
model for analyzing crossbars based on the
understanding of the previous observation is then

presented in Fig. 3, In the figure,

state I represents that, at the beginning of a network
cycle, the source node is not issuing a request; state R
represents that the source node is issuing a request which

can be a new request or the same request that was
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Figure3 : State Transition Diagram Of The Proposed
Model

blocked in the previous cycle; and state B, represents
that the source node is not joining the competition. Also,
state [ represents that, at the end of a network cycle, the
source node not issuing a request is staying idle; state
R_represents that the requested path has been
successfully established; and state B, represents that
the request is blocked. Note that state B_is used to reduce
the inaccuracy introduced in the optimistic condition,
For example, in Fig. 2, all three requests will go to the
same destination in the current cycle and two of them
will be blocked again. Thus, when they are blocked, only
one of the three requests will go to state R . and the rest
of them will go to state B_.

Utilizing the new queuing model, the problems which
occur in the conservative condition of the DM can be
improved by introducing a transition from state B, to
state R which ensures that the blocked request will be
reissued in the next cycle. Also, the transition from state
B, to state B is used to adjust the overestimated input
rate in the opiimistic condition of the DM. The state
transition ;;robabilities can be derived. through the

following understanding:

1) Pr[R [Ro]: which is the probability that, at the end the
probability that there will be of a network cycle, a request

is in State R_ giving that the request was in State R at the

- 1213

beginning of that network cycle. Letm_ be the probability
that there is a request on any particular output of the
crossbar. Since we assume that the requests from different
source nodes are siochastically independent, m, canbe

obtained by utilizing the formula in [18] as follows:

oy =1-{1- 2] )

Since on the average there will be (a x Pr[R ]) requests at

the beginning of a cycle and only (b x m

ey TEQUESTS can

reach the output of the crossbar, it is clear that

RIR,[RoJ= T

2) Pr{Ro|B ]: This transition is based on a concept, which
ensures that the blocked request will be reissued in the
next cycle. By setting Pr[R B ] = 1, though can
effectively adjust the conservative condition, will result
in an even more significant optimistic condition. We
combine the effect of the conservative as well as the
optimistic conditions by introducing the transition from
state B to states R and B, The derivation of the transition

probabilities will be shown later.

3) Pr[B,B,]: This transition probability is used to reduce
the inaccuracy introduced in the optimistic condition of
the DM, i.e., some of the blocked requests that needed
the same path in the previous cycle will need the same
path again. Only one of those requests will successfully
go through the network and the rest of them will be
blocked again. Since the DM assumes that all requests
are uniformly distributed over all paths in any cycle, those
requests that needed the same path in the previous cycle
will be assumed to be uniformty distributed over all paths.
A straight forward approach for solving this problem is
to build a queuing model where each state represents the
numberr of requests that need the same path. However,

this approach will require a large number of states and it
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is very difficult to derive the state transition probabilities
between states. Thus, we solve this problem bygtiiizing
the knowledge that not all the blocked requests will go to
the state of reissuing a request; instead, some of them
will go to the state which represents that it will be blocked
again. Consider an arbitrary blocked request, i requests
from the other (a—1) source nodes which need the same

path is

a=1) (P[Ro]Y I_Pr[Roz]*‘“‘“i
i b b

Since this request is blocked and there are i requests
from other (a~1) source nodes in this cycle, one of the 1
requests will successfully establish the desired path and
the other (i-1) requests will need the same path in the
next cycle. In this new model, we allow only one of the i
blocked requests to go to state R and the rf:st of them to
state B at the beginning of the next cycle. Since all the
requests are randomly selected, the probability that this
request will not be blocked by the other i-1 requests and
can go to state R is 1/i. Then the conditional probability

is derived as follows:

Pr{R B ]=
21:[5;1} PRo1)(|_PelRe])' ™ 1
— i b b 1'
1_(1_ Pr[Ro]]“ )
b
and PrR B ]=
50 o
e b i
1-(1m P,[R, }Ja-" (6)
b

The rest of the state transition probabilities can be easily

obtained and are given as follows

Moyt xb

" PRy ]

Pr[B R]=

PiR]=

PrB R =PIl ]=1

PrR R ]=PrR [ ]=1,

Pr{I R 1=Pr{l 1 ]=1-1, (N
3.1.Proposed Model for the MIN’s

The state transition diagram for a MIN can be obtained
simnilarly by using six states at each stage and using the
output rate of a stage as the input rate of the next stage.
However, this approach will significantly increase the cost
of analysis. Thus, for a MIN, we propose a model which
uses the same number of states as that for a single
crossbar independent of the system size, In the new
model the meanings of all the states remain the same as
they are in a crossbar but the state transition probabilities
have to be modified. Let 1, be the probability that there is
a request on any particular output at the kth stage. We

can then have the following recurrence relation:

k-11}*
mik]=1 - [l—m[b 3] ®
where m[0] is the adjusted initial request rate, i.e., m[0] =
PriR ], also .
m[n]xM
Pr{R [Ro}= -N_-x_P-_,—[ Ry (%)

We also propose to keep the state transition probabilities
from B_to B, and from B to R to reduce the analysis
cost. Those conditional probabilities, of course, are only
an approximation of the model. A further partitioning of
the states will produce a more accurate result. However,
through extensive simulation verification, this model has
been found to be accurate enough for the analysis of the
system.

Deriving the state flow balance equations, we can then
summarize the system of equations as follows:

Pr{Bo] =Pi[B | xPr[BoB ]

Pr[B | =Pr[Bo]+Pr{R jxPr[B |R ]

Pr{B ] xPr{R |B ]+ (Pr[R ]+ Pr[l]x,
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Pr[R ]=Pr[Ro]+Pr[R |R ]

Pr{I]=(Pr[R ]+ PrI p(1-1) 4'{

PrI]=PrI ]

where
Pr{B, B =PrfI [1]=1
Pr[R R j=Pr[R |R ]=1,
Prl |R J=Pr(1 [1]=1-1,

(10)

m[n]xM

PrB IR} = TR, ]
mn]xM

PrB IR}= 1- m Ry ]

Ei[wwq PR Y[, PlRoY™ 1
N i M M i

1=1
1_(1 _ PT[RO}JN_I
M

Pr[B B =1-
S JPBM (PRI}
[ M i

i=

PR B = (BRI (11)
M

with two boundary conditions

Pr{I]+Pr[B]+Pr[R] = 1,fori=0, n. (12)

These equations are useful in solving the balancing
equations for crossbars and MIN’s numerically, 5o that

we can derive performance measures from them.

4. ANavysis Or HoLp MopeL

The performance of MIN’s depends greatly on many
different system parameters like the number of stages in
the MIN and the size of SE’s, and workload parameters
like request rate etc. The optimur design of a system
with respect to various parameters is discussed in this
section. There is a tradeoff between cost and performance
of a system. Depending on applications, it is desirable to
ensure that some measures will always meet certain
performance criteria. Also, in [15] and [17], the authors
pointed out that the bandwidth of a squared MIN is
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asymptotic independent of request rate. Thus, in this
paper, all the performance measures will be taken into
account for analysis. The designer, with all the
information, can then design a system that best meets
some desired performance criteria and is also cost-

effective.

The performance measures used in the rest of this paper

are described as follows:

1) Throughput (thr) is defined as the average number of
unit messages delivered by the MIN in a unit time. It can
be shown that throughput
Thmughput=Pr[Rn]xN. (13}
Normalized throughput (nor_thr) is defined as throughput
of each input/output port. Thus for a non-squared MIN,
there are input normalized throughput nor_thr, =Pr{R ]
and output normalized throughput nor_thr, =Pr[R Jx N/
M,

2) Transmission delay (T 1} is defined as the mean number
of network cycles required to transfer a message. Since
the probability that a request is accepted given that it is
issued is Pr[R J/r, clear that

Transmission delayT =r /Pr{R ]. (14)

A system with larger number of stages may have a longer
network cycle which is not necessarily proportional to
number of stages of 2 MIN becausé a cycle contains not
only the time to setup a path for a request but also the

time for data transmission.

The probability that a request is accepted will be
independent of the value of b/a of an SE. When T is
small, a system with a large number of input ports and a
smaller number of output ports will be more cost-effective,
which will have similar nor_thr, but much higher nor-

thr compared to a system with a Igrge number of output
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ports. When 1, is high, the performance of a MIN will
become complicated. A system with a large ntimber of
output ports will have much higher nor_thr, yet much
lﬁwer nor_thr, . As r, increases, T will increase
significantly. It should be noted that when r, becomes

large, since throughput will become asymptotically

independent of r,, transmission delay will increase linearly .

with the rate of 1,

5. EvaLution UsinG PROPOSED MODEL |

The performance measures can be evaluated using
equations (15}, (16) which were derived in the previous
section. The following program is useful for calculating
the transmission delay and throughput eic. performance
measures. |
Program for Calculation of Normalized throughput and
transmission delay of Multistage Interconnection
Networks.

ffinclude<sidio.h>

#include<math . h>

void main()

{float td,r,tp,rin;

int b,a,n;

clrscr();

printf{“‘nEnter memory,nthstage, nthstagere-quest,
processor, reqrate values™);
scanf{“%d%d%{%d% ", &b,&n,&rin, &a,&1);
rin=1(pow((1-tin/b),a));

td=r/rin;

printf{*‘\nNormalized throughput is %£{™’, rin};
printf(*“\nTransmission delay is %f" td);

getch();}

‘Tablel:Throughput of 2x2 MIN

0.2175

NPl 1o | o8 | 06 | 04 | 02
4 16410 | 14881 | 13484 | 12210 | 1.1051
8 | 19360 | 17191 | 15171 | 13209 | 1.1569
6 | 22230 | 19455 | 16836 | 14381 | 1.2098
32 | 25050 | 2.1684 | 1.8483 | 1.5455 | 1.2619
64 | 27824 | 23887 | 2.0121 | 1.6622 | 13139
128 4 30572 | 2.6070 | 2.1764 | 1.7589 | 1.3660
256133295 | 28237 | 23347 | 1.8648 | 14179
121 35997 | 3.0388 | 2.4950 | 1.9705 | 1.4697
1024 | 38685 | 32530 | 2.6546 | 2.0759 | 15215
2048 1 41356 | 34660 | 2.8136 | 2.1810 | 1.5732
4096 | 44017 | 3.6783 | 29719 | 22858 | 1.6248
Table2 : Transmission deiay of 2x2 MIN
pr 1.0 0.8 0.6 04 | 02
4 | 06094 | 05376 | 04450 | 03276 | 0.1810
g | 05165 | 04654 | 03955 | 03008 |0.1729
16 | 04498 | 04112 | 03563 | 02782 | 0.1653
32 | 03992 | 03689 | 03246 | 02588 | 0.1585
64 | 03504 | 03349 | 02982 | 02407 | 0.1522
128 | 03271 | 03069 | 02760 | 02274 | 0.1464
256 | 03004 | 02833 | 02570 | 02145 | 00411
512 | 02778 | 02632 | 02405 | 02030 | 0.1361
1024 | 02585 | 02459 | 02260 | 0.1927 | 01315
2048 | 02418 | 02308 | 02133 | 0.1834 | 0.1271
409 1 4297 02019 | 0.1750 | 0.1231
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Figure 4 : Throughput Vs Processors
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Figure 5: Transmission Delay Vs Processors

The performance of MIN’s with the various input and
output ports are studied. The performance of MIN’s in
terms of nor_thr and T, with respect to whenr =1 to
varying upto 0.2, p indicates the number processors are
presented in Table.1 and Table.2 . The graphs are plotted
Fig.4 and Fig.5, since the value of N changes
exponentially with respect to n, e;. logarithmic scale is
more appropriate to represent the switch size. As
mentioned earlier, the performance of a MIN will be
indeﬁendent of the sizes of SE’s when r, is small. The
larger the value r, the more significantly a MIN with larger

SE’s will improve the performance.
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6. CoNCLUSIONS

WE HAVE SHOWN THAT THE Monel for the performance
evaluation of synchronous multistage interconnection
networks in existing model is not accurate enough in
many cases, by carefully pointing out the causes for
inaccuracy. A new queuing model is then proposed which
has been shown to be very. accurate in performance
analysis and very efficient in computation., The
performance of MIN’s has been discussed in detail with
respect to various system parameters, such as the number
of stages in the MIN, the sizes of switching elements in

the MIN and the request rate.

Further research can be done in extra stage MIN’s
considering the hold moedel using on queuing model and

transitions for evaluating the performance measures.
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