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ABSTRACT

Most works in present field are centered on the descrip-
tion and make use of a distance among sequence of as-
pects. A measure called Dynamic Time Warping (DTW)
appears to be presently the major related for a huge panel
of applications. This work is about the use of DTW in
data mining algorithms, and focus on the calculation of
an average of a set of sequence. Averaging is an neces-
sary tool for the investigation of data. For illustration, the
K-means clustering algorithm frequently calculates such
an average, and requests to offer a explanation of the
group it forms, Averaging is now critical steps, which must
be sound in arrange to construct algorithms work per-
fectly. This work performs the technique of Fuzzy
Possibilistic C-Mean (FPCM) aigorithm which enhances
the clustering accuracy. Experimental results make obvi-
ous that the FPCM advance create better clusters than

FCM and MFCM clustering algorithms.
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L INTRODUCTION

Dynamic Time Warping (DTW) is time sequence is a
ubiquitous variety of informationhappening in almost
every technicalregulation and business purpose. There
is greatly latest job on adapting data mining algorithms to
instance sequence databases. Starting with obtainable
techniques residential around DTW, this work proposes
an investigation framework to categorize averaging
techniques. It then proceeds to learn the two major queries
elevated by the framework. Initially, enlarge a global
method for averaging a set of series. This method is
creative in that it aveids using iterative pairwise averaging.
It is therefore not sensitive to ordering property.
Subsequent, explain a latest approach to diminish the
length of the resulting standard series. This has
afavorablecontact on appearance, but also on the
significance of the product. Both features are designed
on common datasets, and the judgment demonstrates that

it compare relatively with presented techniques.

Dynamic time warping (DTW) is the name of a category
of algorithms for comparesequence ofworth with each
other. The motivationfolowing DTW is, given two time'
sequence, to extend orreduce them nearby in order to
create one resemble the other as much as pr’obab.le.Various
types of DTW algorithms differ for the input characteristic

space, the local distance impiicit,attendance of local and
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global constraint on the alignment, and so on. éhis
freedom composesDTW a very flexible alignment

approach.

The remainingpart of this work is organized as follows. In
Section 2, survey of fuzzy, modified fuzzy clustering, Fuzzy
Paossibilistic C-Mean and Dynamic Time Warping
algorithmswith were discussed. An existing method of
FCM discussed in Section 3, Section 4 presents a
performance and algorithm for Dynamic Time Warping
and Classical DTW. In Section 6, proposed method of
FPCM with Constraints Dynamic Time Warping Distance
is discussed. In section 7, three real data sets of Iris,
Wine and Lung Cancerare used to have more
comparisons. Many motivatingexperiencecan be found
in these association results.Conclusions are drawn in

Section 8.
II. LITERATURE SURVEY

Dynamic Time Warping (DTW) is frequently used in
motion appreciation responsibilities in order to arrange,
to undertake the sequential extent unpredictability of
gesture, In the DTW structure, a situate of motion model
are evaluated one by one to a unlimited test series, and a
uncertainty gesture group is familiar if a warping price
under a confident threshold is establish inside the test
series. In this work, a probability-based DTW for motion
éppreciation is planned by Mantenaet al
(2013).TarikAriciet al (2013) show the Dynamic Time
Warpingis single method used in ‘motion appreciation to
discover a most favorable arrangement among two

progressions. DTW computes a difference determine by

time-warping the succession on a per example foundation
by using the space between the present suggestion and

test progression.

The method of Dynamic Time Warping for time
registration of a suggestion and test expression has
establish widespread use in the area of discrete statement
appreciation. As initially planned, the algorithm located
burly restriction on the probable set of active paths—
namely, it was understood that the early and last surround
of both the test and orientation expression were in exact
time synchrony. Myerset al (1980} demonstrate the method
of dynamic programming for the instance registration of
a position and anexaminationmodel has established
widespread use in the region of isolated word appreciation.
The maindissimilarity in the techniquesis the global path
restriction, the local connectionconstraint on the path,
and the space weighting and normalization used to offer
the overall minimium distance. The presentation measures
that were used contain: velocity of procedure, memory

necessities, and recognition precision.

Consequently, this document presents the exploit of
DTWto procedurs the speed recent sigﬁa_ls for distinguish
and quantifying common faults in a downstream two-
stage reciprocating compressor, In this study, DTW is
used to repress the provide incidence constituent and
underscore the sideband mechanism based on the
beginning of an orientation indication which has the
similar regularity module as that of the provide pbwer by

Zhenetal (2013).
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By means of the enlarge in multi-media information (;ver
the Internet, inquiry by illustration verbal expression
uncovering (QbE-STD} has be converted into significant
in providing a look for .instrument to discover verbal
queries in verbal audio. In commeon, advance
consequential from the healthy identified Dynamic Time
Warping (DTW) algorithm suffers from scalability evils.
To defeat such troubles, an Information Retrieval-based
DTW (IR-DTW) algorithm has been planned freshly by
Mantenaet al (2013). The difficulty of indexing time series
has involved a great deal of attention. Dynamic Time
Warping is a greatdeal of robust distance measure for
time series; allocate related shapes to competition even if
they are out of stage in thg time axis are given by Keogh

etal (2005)

The conservative fuzzy C-means clustering algorithmisa
statement in precéding mechanism for market separation,
but it might be incompetent or unbalanced particularly in
large-scale power organization. In this advance, the fuzzy
C-means is use in a new way to steady and get better the
efficiency of the algorithm and to moderate the reported
insufficiency of beforehand market separation technique
are given by Raoofatet al (2013).In this study, proceeding
with the objective function-based clustering (such as,
e.g., fuzzy C-means), they revisit and augment the
algorithr_n to make it applicable to spatiotemporal data
given by Izakian et al (2013).

Warping technique is a significant group of process that
can be accurate for misalignments in substance capacity.
Their use in preprocessing of chromatographic,

spectroscopic and spectrometric information has

developed quickly over the last decade. This study
evaluation aims to give a serious introduction to the most
significant warping technique, the place of warping in
preprocessing and recent views on the connected matters
of situation collection; optimization and assessment are

shown by Bloemberget al (2013).

Time series is a very popular type of data which exists in
many domains. Clustering time series data has a wide
range of applications and has aftracted researchers from
a wide range of discipline. In this work a novel algorithm
for shape based time series clustering is proposed by
Zhang et al (2011).Time series is an important class of
temporal data objects and it can be easily obtained from
scientific and financial applications are given by Fu and
Chung (2011).Liuet al (2012} shows the possibilistic fuzzy
clustering algorithm overcomes the problem of sensitivity
to noises and coincident clusters, but it assumes the
contribution of each sample is equal, which leads to strong

tmpact from outliers or noises and too much iteration.
L Fuzzy C-MEans

Fuzzy C-Means is the mostaccepted fuzzy clustering

techniques with the advance that the data points have

. their relationship values with the group centers that will

be iteratively modernized. Fuzzy c-means clustering
contains two major steps: the estimation of group centers
and the task of points to these centers using a form of
Euclidian distance such that the procedure is
incessantiyﬁ'eqﬁent until the cluster centers steady. The
algorithm allocate a connect_ion value to the data items

for the clusters within a series of 0 to 1 and a fuzzification
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restriction in the series [1, n] which find out the degree of
uncertainty in the clusters. The FCM algorithm offers a
technique of grouping that facilitate a data item to belong
to two or more clusters and this method of technique is
regularly used in modelidentification applications, It is

based on minimization of the subsequent objective

purpose:
¥ c
=) ) i el
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Where:

m, denotes some real number larger than 1 such that
1d"m<, p, is the amount of relationship of X in the group
jandc is the center of the cluster. In FCM, the membership
matrix U is allowed fo have not only 0 and 1 but also the
elements with any values between 0 and 1, this matrix

satisfying the following constraint:
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Fuzzy partitioning is carried out through an iterative
optimization of the objective function shown above, with
the update of membership 'S and the cluster centers ¢,

are giver.

Drawbacks of Fuzzy C-Means Algorithm

Fuzzy C-Means Algorithm suffers from certain drawbacks
due to the restriction that the amount of membership worth
of a data point xi in the entiregroup must be similar to one

as given by equation (4):

1. Firstly, this restriction tends to give elevated
membership values for the outlier position and due to
this the algorithm has complexity in managing outlier

points,

2. Next, in a cluster the membership of a data points
depends straight on the relationship values of
additionalgioup centers which may lead to undesirable

results.

3. FCM also faces problems in handling high dimensional
data sets and a large number of prototypes. Also FCM is
sensitive to initialization and is easily trapped in local

optima.
IV. Dynamic TiME WARPING ALGORITHM

For completeness, this work now review the classic DTW
algorithm. The reader may skip this section without loss

of continuity.

This work has two time sequence( and C, of length # and

m correspondingly, where:

¢ = Gu8z G, Gy (5)

(6)

f = Eis EEJ m-,-ﬁ"g, wEy Cﬂ.-‘
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To make parallel these two sequences using DT#{this
work construct an n-by-m matrix where the (i j™) aspect
of the matrix contain the spaced‘{f;’g- ¢;Jamong the two
points g:and ¢y (typically the distance is used, so
d{g: 6;) = (g: — ¢;}°). each matrix attributes(i,j)
correspond to the arrangementamong the points and . A
warping path, #, is anadjacent set of matrix elements that
describe a mapping amongQ and C. The &” element of W

is defines as so it have:

W=, w0, W Wy

(7)

maxinm, n} =« K cm+n—1

The warping path is typically subjected to several

constraints,

1. Boundary cenditions: w, =(1,1) and w, =(m,n),
Justdeclared, this necessitates the warping path
to begin and terminate in obliquelyreverseangle
cells of the matrix. |

2, Continnity: Specifiedw, =(g,b)thenw,_ =(a’b?),
where ¢—a’ <t and -5’ <1. This contains the
acceptable steps in the warping path to nearby
cells (containing diagonally neighboring ceils).

3. Monotonicity: Specifiedw, = (a,b) then w, , =
(a’,b"), where g-a’270 and_ b-b’ X,

This services the points in ¥ to be monotonically spaced
in time.

“There are exponentially numerous warping paths that
assure the beyondcircumstances, thoughthis works are
concerned only in the path which diminish the warping

cost:

N E— ®
DTWQ.C) = min {}{,1— fz;:u,.}

The K'in the denominator is utilized to balance for the fact
that warping paths may containdissimilar lengths. This
path can be establishextremelypowerful using dynamic
programming to calculate the subsequentreappearance
which describe the growingspacey(i) as the distance
d(i,j) establish in the present cell and the least amount of

the increasing distances of the neighboring elements:

v ) = dlgu o)+ min GG - 15— 1Ly -1 9)

The space between two series can be seen as a particular
case of DTW, where the k® elements of W is controlled
such that Note that it is simplydistinct in the particular
case where the two series have the similar length. The

time difficulty of DTW is O(nm).

Y. FPCM witH CoONSTRAINTS DYNAMIC TIME WARPING

Distance (FPCM)

In this segment, anoriginal FPCM algorithm is plannedfor

conquer  the disadvantages of  other
techniqueexpressedabove. The FPCMalgorithm is initial
proposed and an image denoising technique. It tries to
take advantageof'the elevated degree of idleness in image.
The experiments showthat the FPCM algorithm can
contract with the distance between two methods can be
calculatedperfectly. To overcome difficulties ofthe FCM,
the process of combine the features of both Fuzzy C-
Means and Possibilistic C-Means by using the fuzzy.
standards of the FCM as well as the typicality standards
of the PCM in arrange to attain a improved clustering
technique. This work named this advancemethod as Fuzzy
Possibilistic C-Means or. FPCM, Relationship and

Typicality are very important for the accuraie and fixed

181




Karpagam Jes Vol, 9 ssue 3 Mar. - Apr. 2015

characteristic of data foundation in clustering fom‘émd
FPCM uses an objective purpose that depends on both

membership and typicality features and is specified as

below by Mohamed (2009).
£ . (10)
I;*pg_},g(g.. TVi= Z z(uﬁ + tﬂ} dz(l.‘, ik
=L j=1
The algorithm also follows following constraints
: {(11)
Z Uy = L¥fe{l, .on}
[
{12}

T
z ty = LYjelL 6}
i=f

The initial order essentialcircumstances for great of
Jeecu(U, T, V) in conditions of Lagrange multiplier theorem

can be characterize as follows

t‘i:{ = 2 Lk (l 3)
ZJ:i (é‘m
e LS i (14)

vy = = —,
AR ¢
Where d_ is the space of the information point X, to the

examplev,, calculate as:

d,n = ﬁéxn —vii = {Ij:; - F{}TA {Xn - ‘b’:l (15)

Here, A is symmetric optimiétipspeciﬁc matrix. FPCM
generaté Memberships and potential af the similarinstance,
jointly with the standard point prototypes or cluster center

for everygroup.

By an optimization way alike to the FCM, ] _®can be

diminish below the restriction of U. purposely, if this task

take its primary unoriginal with respect to u, and v, and
zero them, correspondingly, two essential but not enough
circumstances for J_“to be at local smallest amount will

be achieved as

(1~ Drwinpr)}~ == (16)
uis = Lt ]
TR (- DT W G ) —
S UBDTW (. v )xck (17)

U TS U DT W ks, )

It is obviousto the achieve centroids or prototypes
{vi} still lie in the uniquebreak and not in the changed
higherdimensional characteristic space, thus, the
computational minimalism is still preserve. In totaling, it
is shown that the FPCM resulted are healthy to outliers
and noise according to Huber’s robust statistics. This
quality can furthermore give an perceptivaclariﬁcationtha"f
the information point x, is brilliant with an added weight
k{x,,v,), which procedures the resemblance between x, and
v, and while x, is an outlier, i.e., x, is far from the other data
points k(x,,v), will be very little, so the prejudiced sum of
information position shall be concealed and therefore

result in strength.

. Advantages of FPCM are shown by Suganya and Shanthi

(2012):

)] FPCM is a hybridization of possibilistic c-means
(PCM) and fuzzy c-means (FCM) and gives
solution todifferenttroubles of PCM and FCM.

2 FPCM allowsovercoming the concurrent clusters

difficulty of FCM, MFCM.
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3 It also resolves the noise sensitivity abseﬁ::e of Precision= #PairsCorrectlyPredictedinSameCluster
MFCM but the noisy data might have

#Total Pairs PredictedInSameCluster
anmanipulate on the judgment of centroids.

Recall=#PairsCorrectlyPredictedinSameCluster

V1. ExperIMENTAL RESyLTS
#TotalPairsinSameCluster
In this section, the experimental results are discussed by
three clustering technigues FCM, MFCM and FPCM. F-Measure =2 - Precision - Recall
The proposed method of FPCM is used to measure the
Precision + Recall
distance time warping in accurate manner.
TABLE2
Experiments were behavior on three datasets from the
UCTrepository: Iris, Wine, and lung cancer. These courses PRECISIONANDRECALLFOR DATASETS
were selectedbecauseitcharacterizehard visual
‘ Precision Recall

favoritismtroubles. Table 1 recapitulates the belongings FCM MFCM FPC FCM MECM  FPC
of the datasets: the number of instances N, the number of M M

: : Iris 45 63 86 72 68 53
dimensions D, and the number of classes K. Table !, Wine T2 85 03 85 79 67
Datasets used in experimental evaluation Lang 85 92 97 9 22 1.

cancer

TABLE1
Table 2 shows the values of precision and recall for

DATASETS USEDIN EXPERIMENTALEVALUATION different types ofmethods and datasets.

Iris Wine  Lung
Cancer
N 150 178 32 g
‘ ]
D 4 13 56 g BFCM
a4 BMFCM
K 3 3 3 &
#FPCM
Iris  Wine Lung
. o . Cancer
.Thls wgrkhave used pair wise F-Measure to estimate the Datasets
grouping results support on the fundamentalmodules. F-
Measure relies on the conventionalinse Figure 1: Precision

quencerepossessionevents, adapted for estimate ) '

Figure 1 shows the proposed method of FPCM may

clustering by consider same-cluster pairs: . L
have high accuracy when compared with existing
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approaches and lesser in execution time by using IRIS,

Wine and Lung Cancer Datasets.

BFCM
B MEFCM
#FPCM

Iris  Wine Lung

Cancer

Datesets

Figure 2: Recall

Figure 2 shows the recall for the datasets of Iris, Wine

and Lung Cancer. Proposed approaches of MFCM have

less recall value.
TABLE3
F-MEASURE
F-Measure
Datasets FCM MEFCM FPCM

Iris 0.49 0.52 0.68

Wine 0.53 0.65 0.82

Lung cancer 0.71 0.83 0.96

Table 3 shows the F-Measure for ﬂ_le proposed method

with three datasets.

Iris Wine Lung
cancer

Datasets

Figure 3; F-Measure

Table 3 and Figure 3 show the F-Measure for the FCM,
MFCM and proposed FPCM.

CONCLUSION

The Fuzzy clustering advances defeat the disadvantage
of the conventional clustering techniques used previous.

FCM algorithm is the most accepted fuzzy based

clustering algorithm that has largevariety of submission

in dissimilarareas of learning. Furthermore, a variety of

algorithms have been planned and residential by
numerous authors with Fuzzy C-Means algorithm as their
foundation and the objective of clustering more common.
datasets. Even though the robustness of the FPCM
algorithm is improved, the convergence rate of it is lower.
In this work, to conquer the problem in FCM and MFCM
algorithm is time consuming, a proposed FPCM algorithm
with constraints is proposed. Experiments on the
reproduction and real-world datasets show that the
proposed method offers accurate resuit with less

execution time.
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