image Compression On Hierarchical Decomposition and Pixel Prediction

IMAGE COMPRESSION ON HIERARCHICAL
DECOMPOSITIONAND PIXEL PREDICTION

AssTRACT

This paper presents lossless color image compression
algorithm based on the proposed method , “Hierarchical
decomposition and pixel prediction”. An input RGB color
image is fransformed into YCuCy color space by an

Reversible Color Transform (RCT) . The luminance

channel is encoded by any of the lossless image’

compression such as Context Based Adaptive Lossless
Image Codec (CALIC ), JPEG-LS, or JPEG 2000 lossless.
The chrominance channel Cu and Cv are encoded using
Hierarchical deco:hposition & pixel prediction Arithmetic.
coder is used to encode the prediction error. For several
set of test unaces this aigorlthm is shown that the

proposed method is better than JPEG2000 and JPEG XR.

Keywords : Lossless color image compression, reversible
color transform; hierarchical prediction; context

adaptive arithmetic coding;color transform coding;
L InTRODUCTION

Application of data compression are primarily in

transmission and storage of informarion. Image data -

compressmn is concerned with minimizing the numbe; of -

bits required to represent an image. Image lransmlssmn
applications arc in broadcast television, remote seﬂsing,

radar and sonar and teleconferencing and so on. As
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cameras and display systemns are going high quality and
as the cost of memory is lowered. Hence efficient lossless

compression has become more and more important,
Lossless image Compression_ Algorithm ;

The most widely used compression algorithms are

JPEGJPEG2000,JPEG-LS, JPEG-XR,LOCO-T and CALIC,
Loco-:I : Loco-:I

(LOw COinplexity Lossless Compression for Images) is a
product of ISO/ITU standard for lossless and near-lossless
compression of continuous-tone images, JPEG-LS[11{2].
It is based on a simple context model, which approaches
the means of the more complex ﬁorldwide techniques for
gettm«T hwh—order dependency The modél is shaped fot
better performance in combmat:on with an extenswe
relations of Golomb-type codes, which are adaptively
selected, and an embedded alphabet extens.lon for codm‘r
of low-entropy images. LOCO-I gams com pressxon ratlos
similar to those obtamed w:th state-of-the-art schemes
based on arithmetic codmg It is within a few percentaﬂe
pomts of the best available compressmn rauos atamuch

iower complexity level ,
Cualic :
Coniext-based, adaptive, lossless image codec (CALIC).

The codec obtain higher lossless compression of

continuous-tone images. This high coding competence is
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gifted with relatively low time and space complexities. A
elite feature of CALIC is the uss of a large numbér gf
mode!ing'contexts (states) to situation a nonlinear
predictor and get a fee] for the predictor to varying source
statistics. The nonlinear predictor can approved itself via
an error feedback mechanism by learning from is mistakes
under a past contexts.. In this learning process, CALIC
estimates only the hiope of prediction errors conditioned
on a large number of different contexts rather than
estimating a large number of conditional error

probabilities.

CALIC [3] was developed by 1ISO/IEC JTC I/SC29/WG 1
(JPEG) for lossless compression of contintous lone
images.CALIC had the lowest l_ossless bit rates in six of
seven image classes: medical, aer_iai,_ prepress, scanned,
video, and compound document, and the third lowest bit

. rate in the class of computer-generated images.
Jpeg & Jpeg 2000 :

(Joint Photographic Experts Group-1992) is an algorithim
designed to compress images with 24 bits decpness or

grayscale images [4]. 1t is & lossy compression algorithm.

One of the charactéristics that make the algorithm very -

flexible is that the compres'sion rate can be familiar. With a
lesser compression rate to get a best quality, but the size
of the resultant image will be bigger. This compression
consists in making the coefficients in the cjuantizatioh
matrix larger when need more compression, and smaller
when desire les{s compression: Tli_e é[gm‘ithm is _i-Jased oﬁ
two v-is'ual. effects of the human visual system'.rFirst,
humans are more awarg to the lominance than to the

chrominance. Second, humans are more aware to-changes

in uniform areas, than in areas where there is more variation

(higher frequencies).

IPEG- 2000 - is a wavelet-based image compression
standard. 1t has higher compression ratios than JPEG. 1t

usually makes the image more blurred than JPEG.
II . ENCOpING
a) Adaptive Arithmetic Coder

Arithmetic coding [5] yields better compression because
it encodes a message as a whole new symbol instead of
separate symbols. When a new symbol is co;:ied, the
precision required to present the range grows. Context-
Based Adaptive Binary Arithmetic Codiﬁg (CABAC) asa
normative part of the new ITU-T/ISO/IEC standard. By

joining an adaptive binary arithmetic coding technique

~ with context modeling, a high degree of alteration and

_redundancy reduction is achieved. The CABAC

framework also includes a low-complexity method for
binary arithmetic coding and probability estimation that
is ‘well snited for efficient hardware and software

inmplementations.
b} Huffinan Encoding :

Table }:Huffman Coding

Original Source Source Reduction
[ Symbol | Probability | Code |1~ = |2
A2 |03 | 05 {1 lo5[1
A+ | 0.875 00 |03125|01]05 [0
- A 2
At 101875 o1l /70.1375 004
A3 | 0125 910

In table 1 the original set of source symbols and their

probabilities are ordered from top to bottom in terms of
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decreasing probability values. To form the first source
decrease , the bottom 1wo probabilities 0.125 and 0. l§’75
are combined to form a multiple symbol with probability

0.3125.This multiple symbol and its associated probabifity

are places in the first source reduction column so that the -

- probabilities of the reduced source are also ordered from
the most to the least probable. This process is then
repeated- until a reduced source with two symbols is

obtained,

The term refers to encodmﬂ a source symbol (such asa
character inafi le) use a uneven length code table where
the vanable lencth code table has been consequent m a

])amcular way based on the predlctable probabillty of

oceurrence for each possible value of the source symbol.

1t uses a precise method for eho_osing the representation
for each symbol, resulting in a prefix code that state the
- Mmost common source symbols using shorter strings of
bits. The Hu ffiman algorithm is mostly based on statistical
codm" wlnch means that the probablhty of a symbol has

a straiglhit bez_:rmg on Ih_e length of its representation[ﬁ].

Steps:

L Amnne the symbol probabllltles ina (luCiuﬂSiI]" :

orde1
2. While there is more than one node -

* Merge the two nedes. with the smallest probability
- to form a new node whose probability is the sum of

he Lwo merged nodes.

* - randomly assign 1 and 0 to each pair of branches

merging into a node.

(7%

Read sequentially from the root node to the leafnode

where the symboi is located.

Spiltt Coding Algoritham :

SPINT (Set Partitioning In Hierarchical Trees) [T} isavery
fast and among the best image compression algorithms,
SPIIIT and Huffinan are combined to produce a better
compression. Wavelet fransform is used to produce a
better localization property in the time and frequency
domain. 1t is superior to Fourier and Discrete Cosine
Transform (DCT)._It has been widely applied and
deyeloped in image processing and compression.
Encoding is able to end at any location, so it allowed
achiev'ing exact rate or defermation. This technique does
1ot need to involve pre-stored codebook. lt does not nieed

any feedback knowleclce of original image,
Wave!et Transform : .

Wavelet based techniques for lmage compression have
been increasingly used for image compression. {8] The
wavelet uses subband coding to selectively eliminate
differént subbands from the original iniage Quantizatior
1echmque is applied to the ﬂwen stbband to give the
higer compressmn Smoothness area can e llandled by
wavelet filters, The wavelot ﬁ!ters are designed so that
the cocfficients in each sub band are almost uncorrelated
from the coefﬁcients m other sub bands [9]. The wavelet
transform f-ams better energy compaction than the DCT
and hence can help in provulm" better compressnon for
the same Peak Signal to Nmse Ratio (PSNR). A Iot of
researcil has been done on the performance companson
of the Discrete Wavelet Transform( DWT) and DCT for
1mage ce.mpressxen. A Vcomparat_ive study of DCT and
wavelet llesed image codiln" ean be found inl [10]. The
Embedded Zeroiree Wavelet or popularly known as EZW
lS an efficient coding scherne developed by Shapiro EZW
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based on the multi-resolution nature eof wavelet

transforms. The resulting algorithm produce a betggi'-

performance at low bit rates. The EZW marked the
beginning of a new era of wavelet coding. The two
features of the EZW coding are efficient map coding and
successive approximation quantization. EZW produce the
energy compaction properties and the self-similar and
hierarchical properties of the wavelet iransform. Inter band
prediction is used to code the positions of the significant
coefficients. The EZW algorithm does not code the
ibcation of significant coefficients but instead t_:odes the
location of zeros. The EZW algorithm was further extended
by Amir et. al to give a new scheme éalled the Set
Partitioning in Hierarchical Trees (SPIHT) [11]. SPIHT
achieved better performance than the EZW, SPII l.T does
not  to use the arithmetic encoder. The SPIHT uses a
more efficient subset partitioning scheme. Accbrding fo
this, even binary encoded transmission achieves almost
similar performance compared to EZW. The wavelet
transform outperforms the DCT by around 1 dB PSNR.
Wavelet based JPEG compression inc_:reasé the PSNR by
1 dB than JPEG. DCT-Based Embedded Image coding has
been Suggested in [12]. The modified Ezw algorithm is
based on the fact that the § x 8 DCT of the image can be
viewed as a 64-subband decomposition. The
computational complexity of this algorithm is they are not
in resolution scalable. EBCOT {embedded block coding
with optimized truncation) proposed by Taubman is both
signal 1o noisc ratio and resolution scalable. This
algorithm is based on block that is it encodes the blocks
El.uicpeuclcmly (Embedded block based coding). Duc (o
llsié, a separale‘ section of interest {ROI) can be decoded
separately without decoding the cbm]-}lctc,iinagc. Also

ihe embedded bit stream includes the information about

the number of bits to be decoded, to give the optimal

reconstructed quality at a given bit rate

IV. WaAvELET TransrorM Basep EMBEDDED
ZEROTREE CODING

Wavelet transform scheme efficiently position the DWT
coefficients to code and compress them . Four different
type of nodes are used to represent the symbols. (ps, ns,
zir and iz) in the dominance table. The significance table
contains the elements 0 and 1. Arithmetic coding of the
dominance table and the significance table together
achieved better compression ratio. In this case only 4
symbols were used to represent all the different kinds of
symbols in the dominance table and the significance
table. The main advantage is the arithmetic encoding used

in the encoding part.
V. CoLor TRANSEORM :

The p'urpose of this paper is to develop a hierarchical
prediction methods in lossless compression are based on
the raster scan predictioh which is some times, incompetent
in the high frequency region.In the hierarchical prediction
context , the edge directed predictor is used . The
compression of color images RGB is first altered to YCuCv

by an Reversible Color Transform (RCT) [13].
a) Ret

The integer color transform is a reversible operation that
can transform one color coordinate into another and both

the inputs and the outputs are of integer forms.

Integer color transform can be implemented by time amd
accuracy. Moreover, use the new criterion, it adidition,
to measure the performance ofthe integer color transforn.

In lhé'proposed method, “| lierarchical decomposition and
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pixel prediction “ the reversible color transform {(RCT) is

used for providing higher accuracy. { '
Four - Channel Reversible Color Transform

One of the image data compression is RGB color space.
Typical scenarios include the generation of four color
CMYK [14](cyan, magenta, yello\v, and black) . In that
situation compression of the image data is desirable, to
decrease file size or network bandwidth. Thus, in this
section the discussion variations of the Y CoCg transform
those are appropriate for CMYK data. The CMYK format
was developed for printing with four ink colors. The main
benefit of specifying the black channel separately is that
better 1'endiliqn of lb!ack or dark tones can be directly
zichieved with the use of black mk, rather than relyi_ng on
a precise mixture of magenta, cyan, and yellow o make
black. The CMY colors are usually the complement of
RGE colors, like '

= N-R
n=N-G
»=N-B

Where assume that RGB and CMYK, values are in the
range {0...N] (for 8-bit data, N=255). The # (black) channel

is usually computed by using this formula.

k=f(min{c,’m,y})

VL. HicrarcincAL DECOMPOSITION AND PIXEL
Prepicrion '

The resu'lting channels Cu,Cv have different from the
statistics of Y, and also different from the original color
valued Red, Green, and Blue. In-the chrominance

channels, the overall signal variation is suppressed by

the color transform, but the signal variation (prediction
error) is large in edge boundaries. {ES]Hence, the
prediction errors in a chrominance channel are much

reduced in a smooth region, but remain relatively large

niear the edge or within a texture region. For the efficient

lossless compression, first must - estimate the prediction
error in context, along with the perfect prediction. For
this, propose a hierarchical decorﬁposition scheme in
which shows that pixels in an input image X is Separated
into two sub images: an even sub image Xe and an odd
sub image Xo. Then, Xe is encoded first and is used to

predict the pixels in Xo. Decomposition image Xe is also

used to estimate the of prediction errors of Xo. In actual

implementation, Xe is decomposed once more as will be

explained later.

VII. Prorosep CobpING ScneME

By using rgb2ycOber tool in Matlab the original image
composed into Y ,Cb,Cr components. Normally Y ‘
component is encoded by any of the gray scale image

compression algorithm.

Original Image

Figure 1 : Original Image

Sample Bitmap input image is shown in Figure 1.
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¥.cb,cr Components

Figure 2: Y, Cb, Cr Components

In Fig 2 the original input image is converted. intoy,C, C,

Components.

Xe(l) Xe(2) Xe(3) Ke(d)

Figure 3: Lven row decomposition (Odd row
decomposition same as even row decomposilion)
In Fig 3, the Channels (Cb,Cr) is Compressed by our
proposed algorithms. The image is decomposed into even

and odd row of sub images.

Likewise odd row sub images can be calculated. Tor each
pixel Xo(i,j) in Xo, the horizontal predictor Xh(i,j) and
vertical Predictor Xv(i,j) are defined as
Xh(ijy=Xo(ij-1)
Kv(ijFRound((Xe(i,jrXe(i+ 1,2
The vertical predictor is more often correct than the

horizonta! one .The liorizontal Predictor is more accurate

only when there is a strong horizonlal edge.

When [Xo(i,j)-Xh(ij} is much s:ﬁqllerlhan [Xo(3)-X (i)

then the I'orizontal predictor is Choosen otherwise vertical

predictor is choosen.

" VIII. EXPERIMENTAL RESULTS

Compression method may be the CALIC ) ‘;\;'hic-h §h0\vs
higher coding gain than the JPEG-LS (b'f LOCO-1), atthe
cost of higher computationa! complexity. For the
compression of color image, the JPEG2000 and JPEG-XR
lossless provide better coding gain than the indépendent
encoding of each channel by CALIC and also than the
encoding by CALIC after RCT. Hence compare JPEG2000
and JPEG-XR. Experiments are summar[zed in Table 111
that different color transforms are used iﬁ each 61‘ the
methods stated above. Hence; for fair comparison, and
also perform experiments with the samé RCT, the resulis
of which are denoted as “JPEG2060 with RCT 'an& “JPEG-
XRwithRCT“in Table 1l It can be seen that the recent
RCT improves the coding gain though not signliﬁcam.
‘On the average, the proposed algorithm improves 7.10%

and 18.89% over JPEG2000 and JPEG-XR [16] fespeclivel}f.

Table II : Average of Compressed Bit Rates (bpp) For 24

Kodak Images
COMPRESSION PP
JPEG2000 | 9.3353
JPEG2000 WITH RCT 9.45806
JPEG-XR 10,9214
JPEG-XR WITH RCT 10.8587
Proposed 8.8587

In table 11 the propose:d method is also tested on some
kodak images. On the average, the proposed algorithm

improves 7.10% and 18.89% over JPEG 2000 and JPEG-

CXR
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Table ¥I:Compressed Bit Rates Of Classic Images .

Size CALIC | JPEG2000 | JPEG- Propos@!
AR .
Lena S12*512 | 13.1787 ] 13.5848 140942 | 136361
Peppers | 512%512 | 13.8661 | 18000 153245 [ 15.2102
Mandrill | 512*512 | 18.1511 | 18.0939 18.2533 | 18.5305

On the set of classical test images. such as Lena,peppers,
and Mandrill, even the chennal independent CALIC
sometimes perform better than JPEG2000 and our algorithm

as shown in Table II1.

Table 1V : Compressed Bit Rates For The Digital

Camera Images

Images | Size JPEG2000 | JPEG- | Proposed
XR

Ceiling | 4288*2848 | 7.5571 8.8331 | 7.2080

Locks | 4288+*2848 | 7.4574 8.8296 | 7.1623

Berry | 4288*2848 | 72468 | 8.6646 | 6.8917

In addition, experiments for images from commercial digital
cameras are aiso conducted,and the results are compared
in table 1V. The images are captured with NIKON D90.0n
the average, the proposed algorithm produces 5.52% less

bit than JPEG2000 1ossless.

IX. CoxcLusion

Our proposed algorithm is a lossless color image

compression methods based on a hierarchical prediction

scheme and context adaptive arithmetic coding, The
proposed method and several conventional methods have
been tested on the Kodak image set, and digital camera

images,and it is shown that averdge bit rate_'feduc{i_ons
' over] PEG2000.1t is also noted that the proposed method
does not ahways perform for every' set of images.The
proposed hierarchical encoding scheme sometimes works

better and sometimes worse than the conventional

methods, depending on the image sets and also
depending on the channels(Y,Cu,Cv).1It is also true for

every compression algorithm.
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