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ABSTRACT

The growing demand within the bank sector makes it
necessary to use the complete potential of hold on
knowledge with efficiency. Data processing will
contribute with necessary edges to the bank sector; it is
often an elementary tool to research the info gathered
by blood banks through their information systems.
During this paper an endeavor has been created to
* classify and predict the amount of blood donors in line
with their age and cluster blood type people. J48
algorithmic rule and weka tool are used for the entire
analysis work. weka tool are used for the entire analysis
work .the projected analysis work for bank sector notice
the people and donor details (name, blood group, age}
there we have a tendency to mistreatment classification
and clump algorithmic rule k means and pea and that we
projected the ﬂeurofuzzy classification algerithmic rule
is show the high economical classification compared to
different classification. The pmjectéd algorithmic rule is
high accuracy and low pricé, period. finding the behavior
and attitude for blood donor.
Keywords - Data mining, Blood Bank Dataset, Blood
Donors, Classification Algorithm, data classification, pca,
fuzzy based classification, euro fuzzy classification.
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I. INTRODUCTION

Data Mining is a technology used to describe knowledge
discovery and to search for significant relationships
such as patterns, association and changes among
variables in databases. Medical science industry has
huge amount of data. With the growth of the blood
banks, enormous Blood Banks Information Systems
(BBIS) and databases are produced. It creates a need and
challenge for data mining. Data mining is just a step in
KDD which is used to extract interesting patterns from
data that are easy to perceive, interpret, and manipulate. |
Several major kinds of data miriing techniques, including
'generalization, characterization, classification, clustering,
association rule mining, evolution, pattern matching, data
visualization and meta-rule guided mining will be
reviewed. The explosive growth of databases makes the
scalability of data mining techniques increasingly
important. Data mining algorithms have the ability to

rapidly mine vast amount of data [1].

Clustering has been used extensively as a vital tool of
data mining. Data gathering has been deliberated
widely, but mostly all identified usual clustering
algorithms lean towards to break down in high
dimensional spaces bécause of thé essential sparsely of
the data points. Present subspace clustering methods for
handling high-dimensional data focus on numerical
dimensions. The main idea of feature selection is to

choose a subsei of input variables by eliminating features
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with little or no predictive information [2]. Feature
selection can significantly improve the comprehensibility
of the resulting classifier models and often build 2 model
that generalizes better to uﬁseen points. In the
unsupervised clustering problem, there are no universally
accepted measures of accuracy and no class labels.
Another reason that many clustering algorithms struggle
with high dimensiona! data is the curse of dimensionality.
As the number of dimensions in a dataset increases,
distance measures become increasingly meaningless
[3]. Tn higher dimensional datasets this problem becomes
even worse and the clusters become fimpossible to find,

suggesting that we consider fewer dimensions,

Feature selection is an important topic in data mining,
especially for high dimensional datasets. Feature
selection (also known as subset selection) is a process
commonly used in machine learning, wherein subsets
of the features available from the data are selected for
application of a learning algorithm. The best subset
contains the least number of dimensions that most
contribute to accuracy; we discard the remaining,
unimportant dimensions [4]. This is an important stage
of preprocessing and is one of two ways of avoidl;ng
the curse of dimensionality (the other is feature
extraction). There are two approaches in Feature
selection known as Forward selection and backward
selection. Feature select-ion lhas been an active
research area in pattern recognition, statistics, and
data mining communities, The main idea of feature
selection is to choose a subset of input variables by
eliminating features with little or no predictive

information [5]. Feature selection methods can be
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decomposed into three broad classes. The aim of our -
work was to investigate the performance of different
Neuro-Fuzzy classiﬁcatioﬁ methods for the distinction
of benign and malign tissue in ultrasound prostate
diagnosis [6]. This study was done on segments with
confirmed histology in small regions of interest
within the area and it continuing to gather blood data
in order fo result a data base of benign and malign
tissue in genes. Our results suggest thaf Neuro-
Fuzzy classification algorithms have the potential to
.signiﬁcantly imﬁrove common classification methods

for the use in data [7].
I, RELATED WORK

The vital aim of the data mining is to explore information
from a data set and transform it into 2 meaningful
structure for research in future. Mostly conventional
clustering algoritlgms do not scale better to cluster high
dimensional data sets in terms of success and
proficiency, due to the natural sparsity of high
dimensional data. In high dimensional data sets, there
come across many pr(;blems [8]. The distance between
any two data points becomes exacts the same, so it is
difficult to differentiate same data points from unlike
data points. Clusters are implicit in the subspaces of the
high dimensional data space, and different clusters may
available in various subspaces of diﬁ'ereﬁt dimensions .
leads to another problem [9]. Because of these problems,
almost all conventional clustering algorithms fail to work

well for high dimensionai data sets,

Feature selection includes classifying a subset of the most

finctional features that generates well-suited results as the
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original entire set of features [10]. A feature selection
algorithm may be compared from boti-l the competéxce and
success points of view, The resemblance between objects
is frequently processed using distance measures over the
different dimensions in the dataset {11]. Advanced
Technology made data collection simple, quick, and results
in larger, complex datasets with more objects and
dimensions. As the datasets become larger and differs,
alterations to existing algorithms are needed to hold cluster
vaiﬁes and speed [12]. A traditional clustering algorithm
predicts all of the dimensions of an input dataset help in
order to fearn as much as potential about each object
explained. In high dimensional data, most of the dimensions
are frequently irrelevant [13]. The results must be carefuily
analyzed to ensure they are meaningful. The algorithms
must be efficient in order to scale with the increasing size

of dataset {14]..
K Means Algorithm

The k-means algorithm is one of the most widely used
~ clustering algorithms and has been applied in many
fields of scienbe and technology. One of the major
problems of the k-means algorithm is that it may produce
empty clusters depending on initial center vectors [15].
For static execution of the k-means, this problem is
considered insignificant and can be solved by executing
the algorithm fora numbe_r of times. In situations, where
the k-means is used as an integral part of some higher
!evél applicat‘ion, this empty cluster problem may
produce anomalous behavior of the system and may lead

to significant performance degradation. This paper

presents a modified version of the k-means algorithm that

efficiently eliminates this empty cluster problem {16].

K-means clustering is a method of vector quantization,
originally fron signal processing, that is popular for cluster
analysis in data mining. K-means clustering aims to
partition n observations into k clusters in which each
observation belongs to the cluster with the nearest mean,
serving as prototype of the cluster. This results in a

partitioning Of the data space into Voronoi cells [17].

The problem is computationally difficuit (NP-hard);
however, there are efficient heuristic that are commonly
employed and converge quickly to a local optimum,
These are usually similar to the expectation-maximization
algorithm for mixtures of Gaussian distribu-tions via an
iterative refinement approach employed by both
algorithms. Additionally, they both use cluster centers
to model the data; however, k-means clustering tends to
find clusters of comparable spatial extent, while the
expectation-maximization mechanism allows clusters to

have different shapes [18].

Given a set of observations (x1, x2, ..., xn), where each
observation is a d-dimensional real vector, k-means
clustering aims to partition the n observations
i.nto k (<n) sets S = {S1, 82, ..., Sk} so as to minimize
the within-cluster sum of squéres (WCSS). In other

words, its objective is to find:

argmin Do Ik —wl?

i=1 %E8;

Where 1, is the mean of points in S,
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I11. ProPOSED ALGORITHM APPROACH f
Enhanced k means algorithm

The aim of the proposed algorithm is to improve the
computational efficiency of the K Means algorithm. The
algorithm involves initial centroid selection, which is
done randomly in existing Algorithm {19]. Hence we
propose an algorithm which selects initial centroids
based on the distances calculated from the origin. One
of the most popular clustering algorithms is k-means
clustering algorithm, but in this method the quality of
the final clusters relay heavily on the initial centroids,
which are selected randomly. Moreover, the k-means
algorithm is computationally very expensive also. The
proposed algorithm is found to be more accurate and
efficient compared to the original k-means algorithm [20].
This proposed method finding the better initial centroids
and provides an efficient way of assigning the data
_ points to the suitable clusters. This method ensures the
total mechanism of clustering in O(nlogn) time without
loss the correctness of clusters. This approach does not
require any additional inputs like threshold values [21].
The proposed algorithm produces the more accurate
unique clustering results. The value of k, desired number

of clusters is still required.

Step 1: In the given data set D, if the data points

contain the both positive and negative. -

Step 2: Find the minimum attribute vatue in the given

data set D,

Step 3: For each data point attribute, subtract with the

minimum attribute value,

For each data point calculate the distance from

Step 4;
origin.

Step 5:  Sort the distances obtained in step 4. Sort the
data point’s accordance with the distaﬁbes.

Step 6: Partition the sorted data points into k equal
sets.

Step 7: In each set, take the middle point as the initial
centroid.

Step 8: Compute the distance between each data point
di (1 <= i<= n) to all the initial centroids
¢j (1 <=j <=k

Step 9: For each data point di, find the closest centroid

¢j and assign di to cluster j.
Step 10: Set Clustered[i]=j. // j:Id of the closest cluster.
-Step 11: Set Nearest Distfi]= d(di; cj)
Step 12: For each cluster j (1 <= j <=k), recalculate the

ceniroids.
Step 13: For each data point di.

Step 14: Compute its distance from the centroid of the

present nearest cluster,

In cluster analysis, the k-means algorithm can be used
to partition the input data set into k partitions (clusters).
However, the pure k-means algorithm is not very flexible,
and as such of limited use (except for when vector
qﬁantization as above is actually the desired use case!)
[22]. In particular, the parameter k is known to be hard
to choose (as discussed below) when not given by
external constraints. In contrast to other élgorithms, k-
means can also not be used with arbitrary distance

functions or be use on non-numerical data.
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The basic k-means algorithm is commonly measured by
any of intra-cluster or inter-cluster criterion. Af typical
intra-cluster criterion is the squared-error criterion
(Equation 1). It is the most corﬁmonly used and a good
measure of the within-cluster variation acress all the
partitions. For the current work, we consider intra-cluster
squared-error function to evaluate the present scheme
" of clustering. In basic k-means algorithm, a set D of d
dimensional data is partitioned into K clusters, starting
with a set of K randomly generated initial center

vectors [23].

The process iterates through the following steps:

> Assignment of data to representative centers upon
minimum distance, and

>  Computation of the new cluster centers.

The process stops when cluster centers (or the metric
. M) become stable for two consecutive iterations, The

basic k-means algorithm is greedy in nature.

~ K-means is the most popular and easy-to-understand
clustering algorithm. The main idea of K-means is

summarized in the following steps:

A'Trbitrarily choose k objects to be the initial cluster

centers/centroids;

Assign each object to the cluster associated with the

closest centroid;

Corhpute the new position of each centroid by the mean
* value of the objects irt a ¢luster; and Repeat Steps 2 and

-3 until the means are fixed.
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Figi:re 1: The process df K-means clustering

algorithm.

The k-means is possibly the most commonly-used
clustering algorithm, It is most effective for relatively
smaller data sets. The k-means finds a locally optimal
solution by minimizing a distance measure between each
data and its nearest cluster center [24]. Many parallel
versions of the k-means algorithm use the basic serial
k-means at their core. Besides, a number of stochastic
clustering algorithms make use of the basic k-means or
some of its variations. Very often these algorithms are

based on Simulated FNN dealing or Genetic Algorithms,

The k-means clustering algorithm faces two major
problems. One is the problem of obtaining non-optimal
solutions, As the algorithm is greedy in nature, it is
expected to converge to a locally optimal solution only
and.not to the global optimal solution,‘ in general. This
problem is partially solved by applying the k-means in
a stochastic framework like simulated FNN and genetic
algorithm {GA) etc. The second problem is that of empty
cluster generation [25]. This problem is also referred to
as the singularity problem in literature. Singularity in
clustering is obtained when one or more clusters become

empty. Both the problems are caused by bad
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initialization. Algorithms that use the k-means at gleir

core suffer from the empty cluster problem too.

A very common practice to solve these problems is to
repeat the initialization until we receive a set of good
initial center vectors. In practice, after center
initialization, ‘'we assign elements to the concerned
clusters. If an empty cluster is found, at this early stage,
a re-initialization takes place [26), This process is
repeated until all non-empty initial clusters are formed,
This is, however, an ad-hoc technique. Several other
methodical approach are also found, a refinement
approach is proposed, where starting with a number of
initial samples of the data set we can obtain a number
of sets of center vectors. These center vectors then pass
through a refinement stage to generate a set of so called
good starting vectors. In {21], a genetidally guided k-
means has been proposed where possibility of
generation of empty clusters is treated in the mutation
stage, Several k-d-tree based methods are found in [17]
and [18]. Another approach to initialize cluster centers
based on values for each attribute of the data set has
been proposed in [19]. These methods are time costly
and may not be applicable by keeping the k mean’s
inherently simple structure,

IV. RESULT AND ANALYSIS
FUZZY NEURAL NETWORK AND PCA
In this research work a new approach for process
monitoring was proposed. This approach was a kind of

Principal component analysis based on EFNN. The

reason for using fuzzy system was the Power of this

system in approximating nonlinearity with arbitrary
accuracy. We proposed PCA-FNN method to optimize
the parameters. The PCA-FNN is proposed to categorize
the blood and through the analysis, the improved
method arises the recognition rate in some dimension.
In this paper, only binary classification problems were
considered for the experiments but multiclass problems

will be investigated in the fiture.

Classification results of the disorder data set are
collected to measure is study with respect to
classification accuracy [27]. The proposed algorithm
PCA-FNN was applied. Randomly half of the samples
were selected for training and all samples for testing.
Results are depicted in Table 2 showing the average
training accuracy and the corresponding best test
accuracy for gene subset of 2 and 3 genes. Best results

were achieved with gene sets are shown in Table 1.

Table-I: Best Results with gene set

Name Number of Samples
Blood Donors Normal ceil
PCA 36 26
CART 39 11
- PCA+FNN 41 R
Blood Type O

Type O’s are outgoing, and very social. They are
initiators, although they don’t always finish what they
start, Creative and popular, they love to be the center

of attention and appear very self confident.
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Blood Type A

While outwardly calm, they have such high
standards (perfectionists) that they tend to be balls of
nerves on the inside. Type A’s are the most artistic of
the blood groups. They can be shy, are conscientious,

trustworthy, and sensitive.
Blood Type B

Goal oriented and strong minded, type B’s will start a task
and continue it until completed, and completed well.
Type B’s are the individualists of the blood group

categories and find their own way in life.
Blood Type AB'

Type AB’s are the split personalities of the blood groups.
They can be outgoing and shy, confident and timid. While
responsible, too much responsibility will- cause a problem.

They are trustworthy and like to help others.

Different blood data sets generated from the hospital
using two different samples for experimental study. The
details of the data sets, e.g., their availability, number of
samples, number of genes, and partition for the

experiment, are given {28].

Further, we separate the validation set from the training
set by taking 20 percent samples from the training set.
All the data set is normalized (feature wise) by
subtracting the training mean and then dividing by the

standard deviation of the same training Data.

Table 2: Performance comparison of PCA -FNN methed

with other classifiers

Method name Accuracy Speed

in % in seconds

Combination of

PCA & FNN method 96.23 18629

Other Classifiers85.08 536.65

Consequently, the researchers classify the microarray
data sets by using the FNN algorithm and this EFNN
put together essential features of fuzzy generalization.
By considering the lesser amount of genes needed by
the EFNN and its elevated accuracy, it is to be
concluded that the EFNN classifier not only supports
biological researchers to differentiate bloods that are
complex to be classified using normat clinical techniques,
but also helps biclogical researchers to focus on a
minimum number of important genes to explore the
relationships among those significant genes and the

development of bloods [29].

Figure 2: Blood Donors Dataset
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/

Figure 4: Aceuracy comparison for classification

algorithms

Principal component analysis (PCA) is an essential
method in the framework of the various analysis
methods. It is successfully used in many areas such as
pattern recogrition, process monitoring, data
compression, and feature extraction, image processing
and signal analysis. It is due to reason of its easiness
and capability in processing massive amount of process
d.ata, PCA is identified as a dominant tool of statistical
process care and widely used in the area for fault
detection and diagnosis. The Proposed method acts
well discriminating influence in gene expression
research. The PCA-EFNN [5] offers better

classification accuracy than any other classifier [30].

The experimental results are presented to establish the
contribution of each factor used to optimize the FNN
by using PCA method. First, we already quoted the
reason for using the PCA for the model selection of a
FNN, The comparison between GA search and PCA-FNN
based model selection method in terms of average CPU
time and testing accuracy. It has been empirical that
many permutations may offer with similar validation and
accuracy and the final sample can be trained by any one
among them. The results in all the data sets prove that B
the EFNN-PCA can achieve 95.8% accuracy witha ﬁuch
lesser amount of genes. The experimental study shows
that the PCA-EFNN model is very effective in terms of

both evaluation time and classification performance [31].
Neurc Fuzzy classification

In the field of artificial intelligence, neurc-fuzzy refers
to combinations of artificial neural networks and

fuzzy logic. Neuro-fuzzy was proposed by J. S. R.
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Jang. Neuro-fuzzy hybridization results in a?brid
intelligent system that synergizes these two
techniques by combining the human-like reasoning
style of fuzzy systems with the learning and
connectionist structure of neural networks. Neuro-
fuzzy hybridization is widely termed a3 Fuziy Neural
Network tFNN) or Neuro-Fuzzy System (NFS) in the
literature. Neuro-fuzzy system (the more popular term
is used henceforth) incorporates the human-like
reasoning style of fuzzy systems through the use
of fuzzy sets and a linguistic model consisting of a
set of IF-THEN fuzzy rules. The main strength of
neuro-fuzzy systems is that they are universal
approximates with the ability to solicit interpretable

IF-THEN rules.

The strength of neuro-fuzzy systems involves two

-contradictory requirements in fuzzy modeling:
interpretability versus accuracy. In practice, one of the
two properties prevails. The neuro-fuzzy in fuzzy
modeling research field is divided into two areas:
linguistic fuzzy modeling that is focused on
interpretability, 'mainly the Mamdani model; and precise
fuzzy modeling that is focused on accuracy, mainly
the Takagi-Sugeno-Kang (TSK) model.

- Although generally assumed to be the realization of
a fuzzy system through connectionist networks, this
term is also used to descriBe some other configurations
inclﬁding:

e  Deriving fuzzy rules from trained RBF networks.

o  Fuzzy logic based tuning of neural network training

parameters.

@ Fuzzy logic criteria for increasing a network size.

o Realizing fuzzy membership function through
clustering algorithms in unsupervised learning in

SOMs and neural networks.

@  Representing fuzzification, fuzzy inference and de-
fuzzification through multi-tayers feed-forward

connectionist networks.

In this research work a new approach for process
monitoring was proposed. This approach was a kind of
Principal component analysis based on FNN. The reason
for using fuzzy system was the Power of this system in
approximating nonlinearity with arbitrary accuracy [32]. We
proposed PCA-EFNN method to optimize the parameters.
The PCA-EFNN is proposed to categorize the blood and
through the analysis, the improved method arises the
recognition rate in some dimension. In this paper, only
binary classification problems were considered for the
experiments but multiclass problems will be investigated
in the future. Classification results of the -disorder data set
are collected to measure is study with respect to
classification accuracy. The proposed algorithm PCA-EFNN
v;'as applied. Randomly half of the samples were selected
for training and all samples for testing. Results are depicted
in showing the average training accuracy and the
corresponding best test accuracy for gene subset of 2 and
3 genes are best results

V. CONCLUSION

Blood data research is one of the major research areas
in the medical science. Accurate prediction of various

blood types has maximum value in providing extended

treatment and harmfulness reduction on the patients. In
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the earlier, blood data categorization is gener 1\
depends on Morphological and clinical analysis. The icey
benefit of the creating an extended definition based on
the donor definition provides a standard model to
determine the donor behavior and provides the

capability to build a classification model.

The research proposed an efficient approach for blood
data classification based on microarray gene expression
data giving out the best prediction strength using
minimal gene gubsets and the results have proven to
be the best with the PCA-FNN method than with that
of other previous methods. The method was implemented
to prove the importance of gene ranking and selection

 prior to classification, which improves the Accuracy.

In this research work, the algorithm such as fuzzy neural
network, k-means clustering principal component
analysis are used to find number of blood donors in the
sample data set. The sample dataset has been taken for

research work.

While comparing té those algorithms ié better Fuzzy
neural network algorithm the merits of time concern and
correct identification algorithm. The performance is also
evaluated effectively by using the result of the specified
algorithms.
The Research is.focused on promising accuracy results
with very few number of gene subsets enabling the
doctors to predict the type of blood data. In general the
?rincipal Component Analysis and the Fuzzy Neural
‘Network handles the level of biood data that data as
good as than other classification systems. This supports

our earlier findings using Fuzzy neural networks. The

results on datasets shows the importance of the same
classifier used for both the gene selection and

classification can improve the strength of the model.
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