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ABSTRACT

Cloud computing enables the convenience system to offer
an on-demand network access amongst shared set of
cloud pools. The shared cioud on service based
applications dynamically adapt to higher QoS requirement
system. However the service based application on the
clovd infrastructure does not enable richer privacy
modelling while sharing bulk software information, The
inefficiency on sharing bulk software information leads
to the degradation of cloud infrastructure, A small number
of privacy pfeserving data sharing method on cloud
infrastructure works to Validate ﬁetwork integrity level of
the entire cloud software.’s. Héwever, the software
information sharing still needs identity privacy for efficient
auditing of bulk information on cloud infrastructure. To
achieve an effective sharing of the soﬁwére information
on ¢loud infrastructure Opportunistic Bulk Software
Information Sharing (OBSIS) Mechaniém is proposed in
this paper. The mechanism OBSIS is integrated with
DiffServ Architecture which provides richer privacy

modelling while sharing the information on network based
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cloud infrastructure. To achieve this, the OBSIS
mechanista s divided into two phases such as application
specific bandwidth aware routing and added resources
based bulk data share method. In the first phase of the
OBSIS mechanisx_n, software information sharing process
is carried out using Association Share Load assessment
with DiffServ network Architecture. With the application
of Association Share Load assessment, higher bandwidth
raté efficiency is attained and low latency software
information sharing system with best effort of services,
Subsequently, in the second phase of the OBSIS
mechanism, added resources based bulk data share
method in uses Bergh’s demand support matrix method to
provide the identity privacy for effective data sharing,
Experiment is conducted to work on the factors such as

data sharing rate, bandwidth availability and latency time.

Keywords: Bergh’s demand support matrix, Cloud
Computing, Load assessment, Opportunistic Bulk
Software, DiffServ network Architecture, Association

Sharing
L INTRODUCTION
Information sharing in cloud has been an active area of

research for the past few decades and is seamlessly

achieving significant impacts from researchers and
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scientists community. The objectives of information

sharing beMeen the cloud and the cloud users are é
manipulate the information required by the cloud users in
a more significant manner and prm.ride sophisticated
means that are helpful in not only providing security for
the cloud users but also maintaining privacy of the cloud

users in cloud infrastructure.

A Decentralized Self-adaptation (DS) mechanism [ 1] was

designed using market-based heuristics that in a way

provided with the users to decide which application they

require and select accordingly amongst the many on offer.
Oruta [2] another method to preserve the privacy of cloud
users were designed for sharing data with the cloud using
a third party auditor (TPA). The method not only achieved
effectiveness in computation cost but was also proved to
be efficient while performing batch auditing. Howevér,
with shared dynamic groups, the method was proved to
be inefficient. Scientific Cloud Computing (SCC) [3} was
designed that created the virtual clusters in an automatic
manner to perform batch processing in parallel manﬁer

improving and simplifying their distribution.

With the increasing use of cloud environment and the
 continuous paradigm of shift toward software as a service
(Saa8) has posed an enhanced demand for assured
information sharing (ALS). A cloud based AIS in [4] was
designed that included a centralized cloud-based AIS
system for the efficient sharing of information that were

stored in multiple clouds in a more timely manner. With

the more upcoming and updated advancements in
technology in mobile device and with the increasing
demand for high amount of sophisticated mobile
applications, the trend towards computing have changed
a lot. But with higher mobility rate, the system did not
address the hybrid nature of information sharing. In order
to highlight the challenges in mobility [5] addressed the
method for mobile devices in clqud. However, the cost

related to computation increased with the mobility rate.

Much attention has been received in the recent years
with the introduction of cloud computing that has started
to own and manage its own servers. In [6], the basic .
necessities of cloud environment in relation of biomedical
field were discussed and were proved to be of significant
purpose for the medical practitioners. But issues like
scalability with respect to medical data were rarely
discussed. The problem related to scalability was
addressed in [7] by designing an accountability
framework that in a way efficiently kept intact the cloud
users’ data usage with that of the available data in cloud
with the aid of an object-centered approach. Though
scalability was addressed, the concept of access control
was not addressed. File Assured Deletion (FADE) [8]
introduced separate policies for file access and ensured
the integrity of users file by maintéining a quorum of key

managers.

In this work, focus is made on effective information sharing
between the cloud users arnd cloud on cloud

infrastructure. The contributions of this work include the
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following; (i) To provide an effective software information
sharing on cloud infrastructure using application spé%iﬁc
bandwidth aware routing with DiffServ network
architecture, (if) To provide richer privacy modeling while
sharing information on network by integrating OBSIS
mechanism with DiffServ on network based cloud
infrastructure, (jii) To obtain higher bandwidth rate
efficiency and low latency software information sharing
system using association share load assessment and )
To provide identity privacy for effective data sharing using
Bergh’s demand support matrix method with the help of

added resources based bulk data ‘share method.

Based on the aforementioned technique described, we
focus on providing an efficient mechanism for providing
identity privacy for bulk cloud information sharing with
DiffServ architecture on cloud infrastructure. Related work
is discussed in Section 2. An elaborate description is
provided in the forthcoming sections. The rest of this
paper is organized as follows: The structure of our
proposed mechanism and their service requirements with
a detailed architecture are described in Section 3 th.at
includes an overalll architecture and its description. The
design of application specific bandwidtﬁ aware routing is
discussed in Section 3.1, The design of the added
resource based bulkdata share method is descriiﬁed in
Section 3.2. The design for. expériment and results of
performance evaluation are describéd in Section 4 and

Section 5 respectively. Finally, Section 6 concludes the

paper.

IL. RELATED WORKS

One of the main problems to be solved in cloud
environment is the accountability for information sharing.
In [9] the accountability of information sharing was
provided using Advanced Encryption Standard (AES)
techniques by restricting the unauthorized access,
However, inclusion of upper bound was not provided. In
[10], an upper bound constraint based approach was
designed that not only idéntified the datasets for
preserving the privacy but also the intermediate datasets
were also identified for privacy preserving ensuring
privacy leakage constraints, However, storage issue was
not touched. In [11], a mechanism for dynamic shared
data in cloud storage was introduced with the aid of index

table management method.

One ofthe next generation shift in computing technologies
is considered to be as the cloud computing. Here both
the applications and resources are provided to the users
on demand throughput the Internet. In [12] a comparative
analysis was made with regard to security for the data
provided by the cloud and the user and vice versa and
the corresponding privacy protection techniques. In [13],
certain security issues related to cloud computing was
discussed and a framework fdr éecure based clouds was
introduced with the aid of two Iayérs, cgalled as the étomge
layer and the data Iayér. I—Iowevér, providing end-to-end
security even if certain parts of the cloud fail remained

unaddrcssed.
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A new privacy preserving mechanism was introduced in
[14] that included three parties that included inner pro‘éct
of two vectors in the cloud setting. The mechanism not
only included appropriate analysis. but also provided
performance analysis with the aid of holomorphic
encryption. Followed by this security was said to be
" guaranteed. However, the malicious nature of the cloud
remained unaddressed. Global Authentication Register
System (GARS) [15] was designed for providing security
in cloud environment to minimize the cloud material
outflow risk. The method GARS proved to be secured
and perform well at minimum time duration. In [16), trusted
computing was introduced to minimize the Phishing attack

and identity theft in cloud environment.

I1L. Integrating Opportunistic Bulk Software
Information Sharing Mechanism with Diffserv

Architgcture

In this Séction, we design an efficient mechanism for
integratirig opportunistic bulk software information
sharing (OBSIS) mechanism with DiffServ architecturé to
achieve effective software sharing of information on cloud
infrastructure. This section further describe the design of
DiffServ architecture on cloud computing with the
representation of bandwidth aware routing and finally
provided an overall structure of (OBSIS mechanism with

the help of a diagram.

The proposed OBSIS mechanism on cloud infrastructure

with DiffServ architecture provides the solution to share

software information with higher privacy level. The
proposed Opportunistic Bulk Software Information
Sharing mechanism is simple to implement with DiffServ
architecture by achieving richer privacy modelling,
Differentiated Services (DiffServ) is a network architeciure
developed on cloud infrastructure to improve the privacy
level on sharing the software information to the end users.
The enhancement of privacy level in OBSIS mechanism
provides richer QoS with best effort on cloud services.
The DiffServ architecture on the network based cloud

infrastructure is illustrated in Figl.

/!

= —

orucrd Convrl Layer

Figurel : DiffServ Architecture on Cloud Computing
The DiffServ Cloud Architecture includes two types of
layers called as the service layer and forward control layer
as illustrated in above figure 1. The service layer on the
network based cloud computing work to offer services to
the end users with high privacy level. The prfvacy levelin
turn improves the information sharing properties. The
OBSIS mechanism integrated with the DiffServ
Architecture operates on software information sharing to
different user application based on the requirements of

individual users. OBSIS mechanism integrated with the
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DiffServ is effectively configured to differentiate class of

sharing based on bandwidth rate.

OBSIS mechanism performs the bandwidth aware routing
operation using load assessment. Bandwidth Aware

Routing developed in proposed work generates the route

which is strongly adaptive on sharing the sofiware |

information on cloud infrastructure. The bandwidth aware

routing on cloud structure is illustrated in Fig2.

Cloud Strostare
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wv——-—% Lower bandwidth rats

Figure 2 : Representation of Bandwidth Aware Routing

on Cloud Structure

The bandwidth aware routing measures the load
assessment of each route path to identify the higher
privacy route rate. The users obtain bulk software
information leading to effective cloud infrastructure. The
load factor is measured for every route path of the cloud
infrastructure to measure higher privacy range. The overall
structural diagram of integrated OBSIS mechanism with

DiffServ Architecture is depicted in Fig3.

As illustrated in Figure 3, the proposed OBSIS mechanism
is integrated with DiffServ architecture to improve bulk
software information sharing to end users. Different user

requests through network based DiffServ architecture is

obtained to share bulk software information, The user
request of software for different types of applications is
analyzed and bandwidth aware routing chooses the path
to transfer bulk information. With this higher bandwidth
rate improves information sharing with lesser latency time

during the first phase,

In the second phase of the OBSIS mechanism, Added
Resources based Bulk Data Share Method is developed.
The resources are added in the cloud infrastructure to
improve the software information sharing rate with higher
privacy level using the Bergh’s demand support matrix in
the second phase. Bergh’s demand support matrix
achieves the result according to the requested users with
higher demand of software information by adding the

additional resources.

Differet Users Requerty
660868

L

" Application Spocific Bandwidth Avan

Reuting
Righer beudwidih rato | intion Share Lood l
Routs \i
Sharedl with Low Lutency
Tine n
MdﬁdRmum:sbundBulanx

Figure3 : Overall structural diagram of Integrated
OBSIS mechanism with DiffServ Architecture

In the second phase of the OBSIS mechanism, Added
Resources based Bulk Data Share Method is developed,
The resources are added in the cloud infrastructure to
improve the software information sharing rate with higher

privacy level using the Bergh’s demand support matrix in
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the second phase. Bergh’s demand support matrix -

achieves the result according to the requested users wiﬁ
higher demand of software information by adding the

additional resources.
3.1. Application Specific Bandwidth Aware Routing

The first phase involved in the OBSIS mechanism is the
design of application specific bandwidth aware routing.
The OBSIS mechanism develops application specific
bandwidth aware routing for different users. The
application specific bulk information about the software’s
is fetched through the network based cloud infrastructure.
Bandwidth aware routing in OBSIS mechanism is carried
out using the Direct Load Assessment Dependency
‘DLAD’ rate. The lesser dependency rate route path is
removed from DiffServ network structure to reduce the

latency time.

The bulk information sharing in cloud infrastructure using
OBSIS mechanism entirely depends on the direct load
assessment dependency rate. Let us assume that ‘p1’
and ‘p2’ are the paths to share bulk software information
with dependence set. Then, the dependence set from

‘d1’,7d2’....’dn’, are formularized as,
DLAD (d1,d2,d3 ...dn) = DLAD (p1) N DLAD (2)) (1)

The dependency set‘d’ is used for higher bandwidth path
chosen from the set of routing paths. The intersection
operation is performed on (1) to identify the level of same

bandwidth rate between path *1” and ‘2°. If the bandwidth
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of path ‘1’ is higher than the bandwidth path ‘2’ during
the intersecting operation, thenrpath 1 is chosen for bulk
transfer of software information from the cloud structure
to the end users. The algorithmic step involved in the

design of bandwidth aware routing is described as,

// Bandwidth Aware Routing algorithm

Input: Applications ‘Al, A2...An’, User requests ‘Ui,

U2,..Un’, Route path ‘p1,p2....pn’

Output; Effective route path ‘p’ with higher bandwidth

range is chosen
Step 1: While Cloud Server accepts the user requests

Step 2: Chooses the route path of higher load balancing

rate

Step 3: Dependence set are computed directly using

‘DLAD’ measure

Step 3.1: DLAD measure follows the intersection operation
Step4: If (DLAD (31 )DLAD(»2 )

Step 4.1: Transfer bulk software information through path
“q

Step 4.2: Else

Step 4.3: Transfer bulk software information through path
vy

Step 5: End If

Step 6: Load Assessment link the network based cloud

structure to transfer the bulk information

The above algorithmic step briefs about the bandwidth

aware routing, The bandwidth aware routing in OBSIS
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mechanism developed with the best effort of services on

cloud infrastructure. The cloud server chooses the higlér
bandwidth rate path and transfers the bulk software

information to the cloud client systems.

3.1.1 Association Share Load Assessment Procedure

The association in application specific bandwidth aware
routing_ denotes the link path between the cloud server
(i.e.,) cloud stfucture to the clients (i.e.,) end users. With
this initially the load is assessed and then the association
work is carried out to share bulk software information. As
a result, the assessment procedure helps to reduce the
latency time by removing the lesser load balancing route

path,

DA {dLd243..n)

Load Assessment on (BAR) = Ea,-eram (o} oD o)A 0115 ) @

The Ioad assessment on direct dependency set is removed
in such a way that minimal load balancing route paths are
removed from the set of route path us ing DiffServ
architecture. The higher load balance path produces higher
bandwidth availability rate on application specific

Bandwidth Aware Routing (BAR).
3.2. Added Resources based Bulk Data Share Method

The second phase involved in the OBSIS mechanism is
the design of added resources bas;ed bulk data share
method to not only improve the data sharing between the
cloud and users but also to improve the privacy level.

The chosen bandwidth aware routing for bulk information
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* 3.2. Bergh’s Demand Support Matrix

Bulk Data Share Method with high privacy maintenance

-achieves the goal of user demand and privacy factor on

“cloud infrastructure. Bergh’s Demand Support Me_itﬁx

sharing is modified (i.e.,) added to the resources to improve
the data share rate. The resources are added on the chosen
path using the Bergh’s Demand Support Matrix. The
resources are added to the selected maximal bandwidth
route path and computed as,

Hentity Prizacy Maintenance (IPM)

= Selected Path (P} + Added Resources(R1,R2...Ru)
(3)

The privacy maintenance is clearly explained using (3) by

adding resources in the specific path. The specific path
privacy on the network based cloud computing is defined

as the Identity Privacy Maintenance {IPM).

works with Bergh’s Demand Support Matrix range to
satisfy the user demand software information request
through supportive route path selection. The Bergh’s
matrix improves the privacy range of the system by
providing the supportive resources factors RLR2Z...Rnto

the selected route path. In this way, the OBSIS mechanism
the network monitoring cloud infrastructure. DiffServ
architecture integrated with the OBSIS mechanism

achievés higher privacy on the bulk data sharing on the

satisfies the user demand with the minimal latency time.
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TV, ExpERIMENTAL EVALUATION

Opportunistic Butk Software Information Sharing (OBSIS)
Mechanism is integrated with DiffServ Arcﬁitecture to
monitor the network based cloud infrastructure while
sharing bulk software information. The OBSIS Mechanism
is experimented on JAVA platform using CloudSim
simulator. Experimental machine is simulated with cloud
data center comprising of 8 GB RAM for data sharing
between the client machines. The goal of CloudSim is to
offer a comprehensive and extensible simulation
framework on cloud data center with the server and client

systems.

For testing purposes on the exiéting and proposed
system, CloudSim simulator is used for the network
monitoring on the cloud infrastructure. Opportunistic Bulk
Software Information Sharing (OBSIS) mechanism is
compared against the existing Decentralized Self-
Adaptation (DS) [1] mechanism and Privacy-Preserving
Public Auditing for Shared Data (Oruta} [2] method. The
experiment is conducted on factors such as data sharing
rate, bandwidth availability, privaéy preserved 'data

sharing ratio, and latency time.

The data sharing rate psg of OBSIS mechanism
obtained using Bergh’s Demand Support Matrix is the

difference between the data requested by the user

: ' equested datdyq.,— Provided data
DSR = i user eloud

Reguestetycer * 100* @

Requested datt, e and the data provided by the cloud
Provided date pyg - is measured in terms of

percentage (%)

AU
B BIS

T Total Bandwidthgyail &)

The bandwidth availability g4 is the ratio of average
utilization for bulk information sharing 417 ... tothetotal
bandwidth available Total Bandwidth 0 10 cloud

infrastructure. It is measured in terms of bits per second.

Privacy preserved data sharing ratio is the ratio of data
being shared between the cloud infrastructure and cloud
users using the Bergh’s matrix. This is measured in terms
of percentage (%). Latency time LT using OBSIS
mechanism refers to the difference between the time

interval it takes to place the request of bulk information
LT = (Bulk information,,, - Bulk information,,s) (6)

from the <c¢loud by the ~cloud user

Buik information,., and the time when the butk
from the cloud

information is obiained

Butk information,gg -
V. ResuLts ANALYSIS OF OBsis MECHANISM

The OBSIS mechanism is analyzed against existing
Decentralized Self-Adaptation (DS) [1] mechanism and
Privacy-Preserving Public Auditing for Shared Data

(Oruta) [2] method. Each method has its own respective
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data sharing rate with respect to the requested data by
the cloud owners in cloud infrastructure. The exisﬁngénd
proposed resul.t is analyzed with the help of table values
and graph points. Table 1 tabulates the data sharing rate
with respect to the requested data by the cloud users in
cloud infrastructure, We make a comparison of our model

* OBSIS against the DS and Oruta method.,

Tablel : Tabulation for Data sharing rate

Requesied datn by Datn shaiug rate (MB)
tlond wxery {MB) OBSIN mochnailan DS mechumion Crata mothod
500 485 443 425
1000 920 900 800
1300 1450 1300 1130
2000 1900 1750 1550
2506 2450 2250 2600
3000 2890 2350 2550
3500 3400 300 3100
f 4000
350G

g

B
S

- DBSIS mechanism

Data sharing rate (MH)
]
2

1500 -8-D$ mechmism
1000 e =2-Orulamethod
500 i

ot

500 1000 1500 2000 2500 3000 3500
Requested data by cloud vsers (MB)

Figure 4 : Measure of data sharing rate with respect to
requested data by cloud users

. Fig4 illustrates thé data sharing rate measured using
OBSIS mebhanism. Comparisons of data sharing rate are
made with two other methods, Decentralized Self
Adaptation (DS) [1] mechanism and Privacy-Preserving
Public Auditing for Shared Data (Oruta) {23 method, From
the figure it is illustrative that the data accuracy rate is

higher using OBSIS mechanism. This is because of the

application of Bergh’s Demand Support Matrix, with the
help of added resources improves the data sharing rate
between the cloud and the users by increasing the data
accuracy rate. Also with the introduction of Bergh’s
Demand Support Matrix, the user demand software
information reqixest through supportive route path
selecﬁon increases the data sharing rate by 1 — 10 % and

8 - 20 % comparing DS and Oruta respectively.

The bandwidth availability of our OBSIS mechanism is
presented in table 2. It is significant to identify that the
bandwidth availability is improved using OBSIS

mechanism than compared to the state-of-art worlks.

Table 2 : Tabulation for bandwidth availability

r Tzers (N} BRandwiitth avaiability (bps)
QB3IS mechanism DS mechantsm Oruta toethad
20 185 168 161
40 170 I35 14§
50 164 160 131
80 182 172 165
100 168 £ i52
[E 16% 145 138
140 iz 133 B2 |

The figure 5 describes the bandwidth availability based
on the different number of users. As the number of users
is increased, the bandwidth availability is also reduced,
But comparatively, the bandwidth availability of data
sharing is increased using the OBSIS mechanism
compared to the state-of-the-art works which shows to
be improved gradually. This is because with the
application of Direct Load Assessment Dependency
‘DLAD’ rate, the bulk information sharing in cloud

infrastructure is carried out using the intersection

operation for different number of users. As a result, the
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bandwidth availability is increased by 12— 12 % compared
to DS [ 1] mechanism and 7 — 18 % compared to Orhtaﬁ{Z]

method respectively.

Table 3 describes the privacy preserved data sharing ratio
efficiency on different users where different users get
entered into the cloud infrastructure. As the number of
users increases, the privacy preserved data sharing ratio

is also improved,

Figure 6 describes the privacy preserved data sharing
ratio with respect to the different number of users images
using OBSIS mechanisit and comparison is made with
the existing DS [1] mechanism and Oruta [2] method
respectively. From the figure it is illustrative that the
privacy preserved data sharing ratic is improved using

the proposed OBSIS mechanism when compared to two

other existing methods.

£
=
2
g 190 g OBSIS mechanism
g ® —g3—DS mech snism
5 50 et Osta miethod
ERE)
B o

¢ : ‘ ‘ —

20 40 60 80 00 120 140
Users (L)

Figure 5 : Measure of bandwidth availability with
respect to different users

wugun GBSIS mechanizm
—&—DS mechenism
~%—Oruta method

Privacy preserved data sharing rutio

20 4 50 8 100 120 140

Users (L}

Figure 6:Measure of privacy preserved data sharing ratio

In OBSIS mechanism, the support resource factors are
used fer the selected route path using Bergh's matrix.
Furthermore, the selected bandwidth aware routing for
bulk information sharing is modified with the resources
using DiffServ architecture to improve the privacy
preserved data sharing ratio. Also the resources are added
on the chosen path using the Bergh’s Demand Support
Matrix. With this the identity privacy maintenance is
evaluated to improve the privacy preserved data sharing
ratio by 7—9 % and 10 -14 % compared to DS and Oruta

respectively.

Table 4 : Tabulation for latency fime

Reqgested data by Lateney time (tas)
Table 3 : Tabulation for privacy preserved data sharing ratio dlond wers(MB) | OBSIS weckamiom | DS meclatism Orata method
30 $#8 47 45
Tsers (1) Privacy preserved data sharing vatio (%)
OBSIS weclauian DS mechanism Orata methed 100 MBS 4630 08
0 58,2 ; 5023 4120 H50 845 340 e
2 - Ml ] 6544 639 59
60 68.35 6323 §0.20
0 &0 3 2% 2500 £33 1% 32
“ = ez ol 3 6845 G 93
120 7455 69.41 §6.38
Ho 78 &l 6208 350 13 4 80
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ry
80
. e
gw L
E” P o,
S0 B —  —+—QBSI5 mechanisn
Fa 8D medhanism
.=.= 0 ~&— Ometa method
10

0+ g -
300 1000 1500 2000 2500 3000 35600
Regitested data by clond users (MEB)

Figure7 : Measure of latency time

Table 4and Figure 7 illustrates the latency time based on
the requested data made by the cloud users in the range
of 500 to 3500 MB. The OBSIS mechanism with DiffServ
architecture in cloud infrastructure performs the
association between the cloud server and the cloud clients
using application specific bandwidth aware routing. As a
result, the latency time using the OBSIS mechanism is
reduced by 6 — 11 % compared to DS [1]. The icad
assessment on direct_ dependency set using OBSIS
* mechanism is removed in such a way that minimal load
balancing route patﬁs are removed using DiffServ
architecture followed by which the association is carried
out to share bulk software information that finally reduce

the latency time by 13 —21 % compared to Oruta method,
VI . CoNcLusION

We have presented an efficient mechanism for providing
identity privacy for bulk cloud information sharing with
DiffSefv architecture on cloud infrastructure. First, we
. proposed an applicétio:i specific bandwidth aware routing

method for performing software information sharing based

upon the different dependence sets ﬁom_ differing set of
routing paths using the Bandwidth Aware Routing
algorithm, With this, higher bandwidth rate efficiency was
attained and low latency software informationsharing
system with best effort of service was achieved. We also
proposed added resources based bulk data share method,
to provide the identity privacy for effective data sharing
using Bergh’s demand support matrix method which
basically consists of identity privacy maintenance and
supportive resource factors. Then user demand software
information request is performed using the supportive
route path selection for differing number of users.
Moreover, to provide identity privacy for effective data
sharing using Bergh’s demand support matrix method the
resources added to significantly increase the privacy
modeling at a relatively lower latency time. Experimental
results demonstrate that the proposed OBSIS mechanism
only leads to noticeable improvement over the parameters
data sharing rate and privacy preserved data sharing ratio,
but also outperforms latency time required to fetch the
user requests from the cloud infrastructure in & relatively
lesser amount of time compared over other methods,

namely, DS and Oruta,
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