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WEB SERVICE DATA DIS%OVERY_BAS_ED ON CONTEXTUAL
FEATURE INDEXINGAND TIMELY REFRESHINGOF
CRAWLED THREADS
A.Abdul Rahuman’ & C. Chandrasekar’

ABSTRACT

Web data service discovery has become a new sign of
internet technology improvement for end users. User be-
havior is usually sensitive to various contextual features
which help in improving the semantic search performance
significantly. However, contextual feature selection and
extraction fails in providing result while discovering data
in web services. The lack of precise user ratings on web
as well as the sparse environment of data poses serious
challenges to standard contextual feature extraction in
terms of scalability and performance. The data discovery
in the web does not create threads af a timely manner, and
as a result, the user satisfaction degrades. This motivated
us to address the problem by discovering the data based
on the online leax'l'mg approach and include the feedbacks
(i.e., ratings) from users. To improve the scalability rate of
data discovery in web, Refresh Crawled Web based In-
dexing (RCWIj mechanism is proposed in this papet. At
first, dynamic web service data discovery is carried out
through Semantic Source Root. translator. In Semantic
Source Root translator, the service requests (source) and

responses is performed in one semantic root form for easy
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selection of contextual features. Secondly, Indexer is used
to index data services for performing search and extrac-
tion process. Then, Satisfied Data Discovery in RCWI
mechanism is used to extract the most appropriate ser-
vice based on user ratings. Finally, timing factor based
thread creation helps to achieve user satisfaction and also
perform the updates on refreshed threads. The data dis-
covery pfocess using RCWI improves the perfori'nance
by applying neighboring cache mechanism which allows
users to discover the services based 6n the online learn-
ing experiences. Experiment is conducted on factors such -
as scalability réte, data discovery performance level, time

taken on refreshing the crawled threads.

Keywords - Refresh Crawled Web, Indexing, Contextual
Features, Data Discovery, Cache, Semantic Root, Service

Requests, Online Learning.
I, INTRODUCTION

With the recent advancements in web technology, it is
significantly important to design and implément the
service that satisfies the requiremenfs of the user. Web
service discovery is a method that identiﬁes.the service
that highly meets the needs and wants of the uset. Many
researchers have contributed in Ithe area of web service

discovery.
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Online Social Networks (OSNs) [1] designed a rule baseg '

system that filtered unwanted messages using machine
learning an goages. Wiﬂl this though the behavior of user
at different time periods is highly sensitive to several
coﬁtextuel features it hel ped to improve.semantic search.
But, contextual feature selection and extractfon' failed in
discovering data for web serviees. FOrum Crawler Under

Supervision (FOCUS) [2] reduced the overhead while

identifying relevant forum by applying implicit navigation

path. Howev_e_r, the iaek of user ratings and also sparse

environment of data affected the scalability performance.

One of the main criticisms faced by search engines is that
whenever the (jueries a.re issued, mo.st of the search
engmes prowde the similar results to the customers At
the same time, the responses reIated to the queries are
short and amblguous Personahzecl Web Search {(PWS)
[.»] 1mproved r?mkmnr accuracy by using several features
for personahzmg a wen query using lustorlcal chck-based
algorithm. I-fowevex PWS was a nme consmnmﬂ process
as automat:c predlct:on was not performed. Web
informaﬁon Extraction using Bayesian Approach (WIE-
BA) [4] was designed to impfove the information being
extracted minimizing the human intervention. Vision based
Data Exiraction (ViDE) [5] extracted the data records from

deep web pages.

W01 Id Wlde Web comprises of enormous amounts of data.
But ‘without. proper ercamzatlon ﬂllS enormous amount
of data from raw web pages is of no use. Apphcatxon of
Natural Lannuage Proarammmg in Web (WebNLP) [6}
prov1ded a bidirectional model for efﬁment extraetlon of

mformatlon from Web pages However the quallty of

service was not well explained. To address the Quality of
Service (QoS) Semantic Web Service Composition (SWSC)

[7] was mtroduced to provide an optlmlzation mode] using

_ genetic algorithm. Though QoS was provided, ﬂex1b1hty

remained unaddressed because of the pre computation
based on the context availability of web services. Web
Page Recomhendation (WPR) [8] used ontology for
efficient representation of domain terms, web pages ano

the inter relationships between them. -

In the eunent scenarios many busmess estabhshments
provide the].r applications utllltles on the web. Semantic
Web Service Discovery (SWSD) [9] using web semce_
composition provided a means for efficient categonzatlon
for similaﬁty identification. But, the model seemed to
increase the computation cost with the increase in the
web service composition. To reduce the"computation cost,

semantic web and semantic web services were designed

in [10] based on the annotation of data and functionalily.

Hybrid Recommender System' (HRS) [E1} ‘:was desi'gned
using context-aware method to produce recommendation
based on the requirements of the users. Currentr works on
Semantic Web Services serverely poses the crisis of
scalability and as a result, service repositories of complex
nature cannot be handled in an efﬁcient manner. In [12]

semantic web services discovery was :mproved wnth lhe

aid of SPARQL-based reposnory

In rlns work, focus is made on unprovmﬂ the scalabrhty
rate of data discovery in web using Refresh Crawled Web
based Indexing (RCWI) mechanism. The eontrlbutlons of

RCWI mechanism include the following;
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@ To improve the scalability rate of data discgyéry
in web by applying Refresh Crawled Web based
Indexing (RCWT) mechanism

@)  To perform easy selection of contextual features
by performing dynamic web service data discovery
with the aid of Semantic Source Robt translator
that performs the service requests and responses

in single semantic root form

@i To design an effective scarch and extraction
process using indexer
(iv)  To extract the most appropriate service based on

user ratings using Satisfied Data Discovery

(v)  To perform the updates on refreshed threads and
to achieve user satisfaction with the application

of creation of thread based on timing factor

V) To in’iprove the overall performance during the data

discovery process by applying neighboring cache

mechanism based on online learning experiences

The structure of paper is as follows. In Section 1, data
discovery on web with respect to scalability with existing
works is described. In Section 2, literatures related to web
service and data discovery is elaborated by comparing
the current history. Section 3 explains about the proposed'
work Refresk Crawled Wéb, based 111dexing' (RCWT)
" mechanism with neat architecture diégrém and é] gorithmic
steps to increeise the scalabiﬁty.‘ Section 4 analyzes the
experimental results and Section 5 provides the result
analysis using table and graph values. Finally, the

concluding remarks are included in Section 6. -

H. ReLaTeEp WORKS

With basics of Service Oriented Architecture (SOA}) and
real time utilities of web has gained the attraction of most
of the organization and developers to use the technology
behind web service. With respect to services computing,
service discovery is one of fhe important activities to
identify and measure the required service according to
the client’s requirement. However, with the increasing
availability of similar web services, QoS metric has become

as one of the import measure for service differentiation.

Normalized Google Distance (NGD) [ 13} was rﬁeasuféd in
order to identify the similarity between the web services
whiéh réé.ulted in bettef brecisioh é.nd recall va-lue.s.
However, the distributed nature remained uné&dréssed.
Service Oriented Computing (SOC) [14] measured fhe life
cycle of web services composition based on atorﬁic veréus
composﬁc web services. A-Tempora'i' Web ‘Ontolog

Language (TOWL) [15] provided a meaﬁs towards
temporal aspects from the financial domain. Natural
Language Processing (NLP) [16] techniques were
introduced to improve the matching rate extracted from

web service description and user query.

With the increase in purchases of products made in online,
searching of products has helped the customers 10
identify their products of interést, as the customers
nowadays make their shopping more often on the Web.
Efficient identification of pr_oducts and niépping the
requirements of the customers with the product list using
Annotation based Resource Description Framework

(ARDF) [17] was introduced to address the needs and
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want of the customers on web. But, graphical model og"

mapping remained an open issue. A general purpose
algorithm called as the Mediation Spaces (MS) [18] was
introduced to address similarity comparison problem and
also reduced the human intervention to larger extent.

However, scalability was not focused.

Taxonomy of web service discovery system was
introduced in [19] to address the problems related to
scalability using domain ontology-based approach.
Though issues related to scalability were addressed,
quality of web service discovery was not focused. To
improve the quality of web service discovery, linked social
service-specific principles was introduced in [20]. Based
on the aforementioned techniques and methods, in this
work we provide ap Refresh Crawled Web based Indexing
mechanism to increase the scalability rate of data

discovery in web,

IL REFRESH CRAWLED THREADS AND
CONTEXTUALFEATURE INDEXING FOR DATA
DISCOVERY ON WEB SERVICES

In this sectior, we provide an overview of the proposed
work Refresh Crawled Web Based Indexing (RCWM)
mechanism with the aid of structure of web service data
discovery and a neat sequence diagram. In our proposed
work, the architecture is built using a data discovery
system with dynamic, scalable aﬁd flexible search
capability index structure. Web services in Refresh
Crawled Web baserd Indexing (RCWI) mechanism is

characterized by contextual features.

The contextual features are selected from user queries
and the features are placed in the index table. The index
table is maintained by the indéxer that helps widely to
improve the performance of searching. The searched result
is then presented to the users based on the contextual
information using RCWI mechanism. The contextual
approach on web for user result retrieval is built based on
query context features, inde'xirig of featu_res and relevance

ratings from the previous search process.

Service
is .
Publish about Registry .
L Data Discovery
Description
Service Service
Provider Requestor
L + &
Wel Service i

Description Language |4~~~ !

Client Consume
Services

Figure 1: Structure of Web Service Data Discovery

Web services data discovery is the process of identifying
the appropriate services on web that meets the client
desired requirements, As illustrated in the figure 1, the
structure of web service data discovery includes four
components. These four components are Web Service
Description lLanguage, Service Provider, Service
Requestor and Service Registry. The RCWI Service
Providers register their ﬁeb services at Service Registry
whereas the Service Requestors search the web s.ervicés-

from the Service Registry as illustrated in Figure 1. Finally,

363




Karpagam Jes Vol. 8 Issue 6 Sep. - Oct. 2014

the Web Service Discovery Language describe;(the
complete information regarding the different contexts in
RCWI mechanism. The Web Service Description
Language in web is used by the clients to invoke the
appropriate web services based on the contextual
information using Satisfied Data Discovery Approach. The
overall sequence diagram of data discovery using the
proposed Refresh Crawled Web based Indexing (RCWT)

mechanism is illustrated in Figure 2,

Send Request
Semantic Source
Root Transtator
Service Consumers Select Contextial Featuzes
{Clents) Indexer
t Eesier search process for
1 | feature extraction
GUIon Web Safisfied Data
Discovery
Extract most
Time factor based appropriate services
thread creation
Achieve the user Updation on
savisfaction refreshed threads
: Neig};bog'r_tg_ cache Data Dis‘covcrcd b_ased
mechanism on online Leamning

Figure 2 : Overall Sequence Diagram of Data Discovery

using RCWI mechanism

With the aid of RCWI mechanism, the rapid development
of data discovery process on the web service satisfies
-speciﬁlc client requirements based on the contextual
information. Figure 2 illustrates the sequence flow of the
proposed work with two major functions. The initial

function is to select and extract contextnal feature for

efficient location of services depending on the client
requests. The second major function is to refresh the
crawled web forms in timely manner to improve the

performance and quality of services.

As illustrated in figure 2, the client send the request query
on web search engine to convert the request query term
into a single semantic root form for easy selection of
contextual features. In this manner, the contextual features
are selected and placed in an index table to improve the
search efficiency. Next, the satisfied data discovery
extracts the most appropriate services with highér
scalability level. With the aid of online learning the RCW1
mechanism predicts the label of feedbacks (i.c., ratings)
at single instance at a time for the close true label context
features. Then subsequently, timing factor based thread
is created to achieve the user satisfaction and updation
process. Thread created on web services using
Neighboring cache mechanism as a result improve data
discovery precision rate. An elaborate description about
the semantic source root translator, indexer and satisfied
data discovery is provided in an elucidated form in.the

forthcoming sections.
3.1 Semantic SOURCE ROOT TRANSLATOR

Data discovery framework in the web accepts the user
input query request and perform the operation of semantic
source root that efficien_tiy utilize the request query for
further processing, The effective utilization is carried out
in RCWI mechanism using the semantic source root
translator for the effective selection of contextual features.

The contextual feature selection performed by the
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semantic source root translator using RCW1 mechanism { Figure 3 describes the construction or systematic view of

is described as,

grrit IR
CFS = V ]T/i: ¢))
Where’* K denotes the keywords in the user query set in
a contextual feature * f7-* and *” denotes the time taken to
select the features. The selected features are then rated
as ‘R” for easy interaction according to the requirements

of the user. Finally, a single semantic root form is chosen

with the selected context features on the web.
3.2 INDEXER

RCWI mechanism uses the Context FIXING approach to
enhance the searching capability. Indexer is used to index
the services stored in the neighborhood cache based on
the history information. With the aid of indexing
mechanism, the context feature index structuré is created
and then performs the query operation to improve the
search efficiency rate. The context feature based Indexing

{Context FIX ING) is illustrated in Fig 3.

e
Database
Client Query
Indexing Table

'\, Gm‘allCﬁn!eshmlF tures B
h : Searched Features
W 1 Fi3 T F3.Y ] I : o
7 i -, I Based on query
M !
S S

Figure 3 : Systematic View of Context FIXING process

context feature based indexing and produces the search
results for client query on the web. As illustrated in figure
3, to start with, the client query is submitted on the web,
and the features are selected through the semantic root,
The features are selected ﬁ'OII‘l the set of overall context
features and indexed in the database table. The table uses
the B-tree procedure to search the client result with minimal

processing time,

The data discovery process using the Context FIXING in
RCWI mechanism obtains the collection of the selected
context features as input and insert the B-tree procedure.
The B-tree procedure based context FIXING works in two
steps. During the initial step, sequential seéréh and
extraction of the features is carried out, The second step
creates the indexed units which are high effective in
updéﬁng the client features based on insertion and
deletion operation. The algorithmic step of the Context

FIXING with B-Tree procedure is described as,
#/ Context FIXING B-Tree Construction

Input: Context Features {(CFi = CF1, CF2,..,CFn), DT, Client
Request Query (QRi = QRI, QR2,.., QRn), Tree D,
Query_Request_Context Terms, IT=0

Begin
I: for each QRido
2: Construct B-Tree

2.1: Perform Sequential Searching of features from
DT
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2.2: Perform update process Gg/ '
3: if (Query_Request Context_Terms < Size fD) then
3.1 Extract Client Query Result
3.2:¢else
3.3: Perform Séquential Search with updated index table
3.4 endif
4:end fon.'
-

Output: Fetches client result using data discovery

\ O,
information

The above algorithm is const;’ucied with the collection of
the context features ‘C°, and ‘D’ is the depth of the B-tree
and ‘i’ entries denotes the indexing features in the B-tree.
As described in the algorithm for each query request, a B-
Tree is constructed and performs sequential search of
features from the database table DT. Followed by this the
query fequest context text is checked with the depth of
ﬂze tree D. If the query request context terms are greater
than the size of the tree D, then the client query result is
extracted. If the conditions provide a false result, then
sequential search is performed with updated index table.

The depth is considered as an indexable nnits in RCWI

~ mechanism Context FIXING. P:inally, the context feature is

searched and extracts the web information with higher

performance data discovery services.

2.1 SaATisFiED DaTA DISCOVERY

Satisfied Data Discovery in RCW!I mechanism is used to
extract the most appropriate service based on user ratings.
The rating using RCWI mechanism is obtained through
history information is formularized as,

N (Grc)

Rati R
ating iR] S0y Clleniyg (2)

where ‘rc’ denotes the rate count of the context features
‘C’to the total number of client’s requests on different set
of coﬂtexts’Client ¢’ for n clients. In order to obtain the
overall rating, the total client count requests of every

user are used.
3.4 NEIGHBORING CACHE MECHANISM

RCWI mechanism adapts the neighboring cache

‘mechanism and as a result the client obtains the rating

value based on the history information. In RCWI, the
neighboring cache mechanism is used to store the web
services and improve the data discovery process using

online learning approach. Web services through online

.learning approach predict the closer label of context

feature ratings for each client request. RCWI mechanism
also stores the service position in neighborhood cache
using indexer associated with the.time stamp to maintain

the data cache in the repository.
3.5 CREATION OF THREAD

RCWI mechanism creates a thread for each registry listed
context features. The thread is created based on the time

factor for fast and efficient retrieval of web services based
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on data discovery. The RCWI mechanism provides the {IV ExPERIVENTAL EVALUATION

thread services in parallel to multiple clients to improve
the web service response management for different clients,
" Asaresult, using RCWI mechanism, multiple clients can
: requests the query using the web thread crawler, The

thread construction for multiple clients is described as,
Thread Construction =
Input (Clientl.Reql, Client2.Req2,

Client3. Req3 ... Clientn. Reqr)  (3)

With the aid of thread construction in web service data
discovery, both larger and smaller set of client query
requests is executed and managed to produce the
feedback results. Each client may also request query more
than one time to fetch the appropriate data discovery from

web services. The timing factor is described as,

L. PIQR. _
Timing Factor (T) = TP 4

Where ‘PIQR’ denotes the process of input query request
Based on thread creatibn with a Total Time Period “T'TP’
denoting the start time of the client request to the end
time (i.e., respond send to the request based on data
discovery process in web). The thread cons&uction based
on timing factor helps to achieve user satisfaction and
also performs the updates on refreshed threads. The thread
is also updated and refreshed based on the changes in
the context feature selection, The time taken on working
with updated thread (i.e., updated context feature selection
from user request query) is evaluated using (4) on the

newly refreshed thread.

In this section, the performance and experimental
evaluation of Refresh Crawled Web based Indexing
(RCWT) Me.chanism is presented and experimented in
JAVA platform. Amazon EC2 instances have been selected
to perform the data discovery using the KDD cup dataset
to evaluate the proposed system performance. By hosting
an important data it quickly and easily processed and
produces the feedback to the end users. Public Amazon
Web Services uses the information for experimenting
RCWI mechanism. Knowledge of all the present facts and
declaration in the Freebase system is provided with an
open database covering millions of theme with contextual
features. KDD cup dataset provide the rating of the movie

through online learning approach.

A data dump is the essential information provided on
identifying the facts concerning each subject in Freebase.
Freebase is an open database of the world’s information,
cover millions of theme in hundreds of ‘group. Drawing
from huge open datasets like Wikipedia, MusicBraiﬁi, and
the SEC archives simtiltaneously contain prearranged
contextual information on a lot of popular topfcs.'RCWI
mechanism compares with the existing flexible rule-based
system on Online Social Networks {OSNs) [1] and Forum
Crawler under Supervision (FoCUS) [2] method. RCWI
mechanism is experimented on factors such as data
discovery performance level, time taken on retrieval of
web services, F-score value of indexing, and contextual

feature extraction rate.

367 }




Karpagam Jos Vol. 8 Issue 6 Sep. - Oct. 2014

The data discovery performance level Data Discoveryrare
is the ratio of user ratings Ratings |R| to different
number of clients I on different context C given as below.
The data discovery performance level is measured in terms

of percentage (%).

" Ratings |R]

Data Discoveryyge = m &

The time taken TR on retrieval of web services is the time
taken to perform the thread construction for multiple
clients Clientl, ClientZ,...-,Client n. ’I'he time taken on
retrieval of web services is measured in terms of

milliseconds (ms).

TR = Time ((Clientl. Reql +
Client2.Req2 +

Client3.Req3 +
- ..+ Clientn. Reqn))

(6

The F-score vajue of indexing considers both the precision

atjd recall value. Precision () is the number of correct '

features indexed divided by the number of all returned
features and the recall () is the number of correct features
divided by the number of correct features that should

have been returned.

p*r
pt+r

F — score =2 % N

~ The contextual feature ext:action rate is the rate at which
the ‘service request 3 ervi'ce,_eq to service re-
sponse S eT"DiC er es e made at a time interval
T.

Service
‘ Tes % T
Smlce'req

CFE qte = (8)

V. ResuLrs ANaLysis oF RCWI MECHANISM

The RCWI mechanism is analyzed against Online Social
Networks (OSNs) [1] and Forum Crawler under
Supervision (FoCUS) {2] method. Each technique has its
own respective data discovery performance level. The
existing and proposed result is analyzed by providing
several clients’ request queries in JAVA with the help of
table values and graph points. Table I tabulates the Data
Discovery Performance Level with respect to the number
of client réquest queries given as inpu';. We make a
comparison of our model RCWI with OSNs and FoCUS.

Table 1 : Data discovery performance level for data’
discovery in web

. Client Data Discovery Performance Level
Request (%)
Queries RCWI OSNs FoCUS
{QR)
3 55.35 43.31 35.29
6 59.75 471.72 42.70
9 63.85 51.83 46.31
12 68.45 56.42 51.40
15 60.25 - 4822 ~43.20
18 71.35 59.33 54.31.
21 74.55 62.55 57.55
_ &
§ ¢
i w
Eg 40 —4=RCWI
B oy ~~0SNs
% » —i—FoCUS
i w
=1

3 6 9 12 15 8 2
Client Request Queries (QR)

Figure 4 : Measure of Data discovery performance level
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Figure 4 shows the performance of data discovery based

on the client request queries using various mechanisms‘.!
Comparisons of Data discovery performance level are
made with two other methods, Online Social Networks
{(OSNs) [1}and Forum Crawler under Supervision (FoCUS)
[2] method. Though the data discovery performance level
is not linear, a drastic improvement is observed when 3 to
12 queries were issued. But when the client Tequest
queries were in the range of 15, it reduces and than a drift
changes has occurred. This is because the time taken to
fetch the service request from the service registry is not
fixed and varies according to the nature of query being
issues. From the figure it is illustrative that the Data
discbvery performance level is improved using RCWI.
This is because of the application of Satisfied Data
Discover that obtains most appropriate service with the
aid of neighbbring cache mechanism using history
information. As a result, the data discovery performance
level is maximized by 16 — 21 % compared to OSN3,
Moreover, with the application of satisfied data discovery
the neighboring cachermechanﬂism stores the web services
lising online learning a;iproach resultixig in the imp_ro{fed
data discoﬂ'ery performance level by 22 — 36 % compared
to FoCUS. ' '

Table 2 : Comparison of time taken on retrieval of web
service using RCWI, OSNs and FoCUS

Client Time taken on retrieval of web
- Request services (ms
Queries RCWI OSNs FoCUS
(QR)
3 0.135 0.156 0.250
6 0147 0.168 0218
9 | 0.153 0.174 0224
12 0.162 0.183 - 0.233
15 0.149 0.170 0.220
18 0.165 0.186 0.236
21 0.172 0.193 0.2:43

The time taken on retrieval of web service of our RCWI
mechanism is presented in table 2. It is easy to find that
the time taken on retrieval of web service is improved

using RCWI mechanism than the state-of-art methods.

P 03
§ 0.25
o
[Z]
Z w
=)
Egms ~tmRCW]
Ehe ~B~05Ns
2 0l
5 “2~FoCUS
-8
F 005
2
& g

306 % w135 18 M

CEent Request Queries {QR)

Figure 5 : Measure of Time taken on retrieval of web
services

Figure 5 shows the sample set of result for Time taken on
retrieval of web services based on different sizes of client
request queries in the range of 3 to 21 at different time

‘periods. From the figure it is illustrative that with the

increase in the client request queries being made, the time
taken for retrieving the results of web. services also
increases using all the methods. From the figure we can
note that the time taken on retfieval ofweb services attains
0.153 ms for 9 client request queries and reduced to 0.149
ms for 15 client request queries. The Time taken on retrieval
of web services is decreased using the proposed
mechanism by applying thread that retrieves the web
services in an efficient manner. Moreover, multiplé clients
requests the query in parallel using the web thread crawler
using the timing factor for also updated threads resulting
in the minimization of time taken on retrieval of wéb pages
by 12— 15 % and 41— 85 % compared to OSNs and FoCUS

respectively,

369 ]




Karpagam Jes Vol. 8 Issue 6 Sep. - Oct. 2014

Table 3: F-score value of indexing for data discover):.

in web f,{

Number of | F-score value of indexing (%)
g;’;tfr’;t:?&) RCWI | OSNs | FoCUS
1 033 0.22 0.19
2 0.38 0.27 0.24
3 044 | 0.33 0.30
3 0.49 038 | 035
5 051 0.40 037
6 045 034 | 031

7 065 0.54 651

In table 3 a summary of f-score value of the proposed
RCWI mechanism and comparison made with OSNs [1]

and FoCUS [2] is provided.

e
-

07
306
Fos
G
04
5 RO
Zo3 —&~-08Ts
-
o2 —stFoCUS
& .
5

o -

] 2 3 4 5 6 7
Nomber of Coatextual Features (CT)

Figure 6 : Measure of F-score value of indexing

Figure 6 describes the F—séore value of indexing with
* respect to the increasing amount of contextual features
given as input for the RCWI rhechanism, OSNs and
'FoCUS. We can see that when the number of contextual

features increases the F-score value of indexing increases

dramatically. In contrast, the performance of F-score value
of indexing drops less than 20 % in terms of average ¥~
score value of indexing. The F-score value of indexing is
improved using the proposed RCWI mechanism because
of the application of an effective search and extraction
process using the indexer resulting in the increasing value
of F-score. It shows that RCWI mechanism provid.es better
F-score performance compared with the state-of-the-art-
methods. With the application of Context FIXING with B-
Tree procedure, the overall context features arc indexed
and stored in the database table. This in turn extracts the
web information from the service registry with higher
performance data discovery resulting in the improvement
of F-score value of indexing by 16 — 33 % and 21 -42 %

compared to OSNs and FoCUS respectively.

Table 4 ;: Comparison of Contextual Feature Extraction

rate using RCWI, OSNs and FoCUS

Number of | Contextual Feature Extraction
Contextual rate (%) ‘
Featares (V) | REWi | OsNs | FoCUS

I 55.78 49.76 42.73

2 6025 | 5423 | 4820

3 63.33 57.31 50.28

4 69.12 63.10 58.7

5 73.45 67.43 60.40

6 65.37 59.35 52.32

7 75.86 69.84 | 62.81

Table 4 summarizes the three methods that we
experimented for data discovery on web based on Public

Amazon WBP Services.
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Table 4 and Figure 7 shows the contextual feature
extraction rate using the proposed RCWI mechanism and
comparison made with ftwo other existing mechanisms,
OS8Ns and FoCUS. The Contextuzl Feature Extraction rate
observed is high using RCWI mechanism by applying
Semantic Source Root translator. The contextual feature
extraction rate is improved with the application of Semantic
Source.Root translator. This is because the contexture
feature is selected based on the semantic root that
performs the service requests and responses in single
semantic root form improving the contextual featu_re
extraction rate by 7 — 10 % and 17 — 23 % compared to

OSNs and FoCUS respectively.
V1. Concruston

A Refresh Crawled Web based Indexing (RCWI)
Mechanism based on contextual feature indexing, have
been designed to improve the. scalability. rate of data
discovery in web. We adopt web service data discovery
using web service description language, design a service
registry to obtain service request and provide efficient

service response on web. With the effective design of

{ semantic source root translator, easy selection of

contextual features is performed improving the contextual
feature extraction rate. With an efficient design of an
Indexer model, search effectiveness and extraction is
improved by applying satisfied data discovery resulting
in the improvement of data discovery performance level.
Finally, with the design of time factor based thread creation,
user satisfaction is achieved with the help of the
neighboring cache mechanisn.l improving the time taken
on retrieval of web services. The proposed context FIXING
algorithm reduces the complexity and improves the
scalability of search. Experimental evaluation is conducted
with the Amazon EC2 instances using the KDD. cup
dataset to analyze the web service data discovery and
measured the performance in terms of data discovery, time
taken, F-score value on indexing and contextual feature

extraction rate. Performances results reveal that the

- proposed RCWImechanism provides higher level of data

discovery and F-score value of indexing and also
strengthen contextual feature extraction rate by
conéuming less time taken of retrieval of web services,
Compared to the existing web sérvice data discovery, the
proposed RCWI mechanism is 18.97 % high.in data
discovery and F-score value of indexing improved by 22.24

% compared to siate-of-art works.
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