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DYNAMIC IMPROVED HYBRID FUZZY JORDAN NETWORK FOR
ROBUST AND EFFICIENT INTRUSION DETECTION SYSTEM
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ABSTRACT

The security is an important aspect to protect the infor-
mation systems and networks against attacks. Intrusion
Detection System assists information systems practice to
deal with attacks. A hybrid fuzzy Jordan artificial neural
network was proposed to detect intrusion based on
learned model. However fuzzy Jordan artificial network is
static which cannot handle the dynamic behavior of in-
truder, the behavior-based intrusion detection techniques
detects intrusion by observing a deviation from normal or
expected behavior of the system or the users. The model
of normal or valid behavior is extracted from reference
fnfonnation such as tirﬁestamps, sizes of the payloads,
and TCP-flags of all packets etc and is collected by vari-
ous means which can be incorporated with other static
feature to improve the accuracy of hybrid fuzzy Jordan
artificial neural network. The time varying features are
extracted from captured packet information with sliced time
window. The first order statistics Variance, Skewness and
Kurtosis, second order statistics correlation, entropy and
moiment of time varying features are calculated to use in
the classification along with actual value of this features
to improve the prediction accuracy. The network struc-
ture of hybrid fuzzy Jordan artificial neural network is de-
cided dynamicatly based on the err'or. achieved while learn-
ing stage. Although somewhat more difficult to train,

Dynamic networks are generally more powerful than static
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networks, because dynamic networks are trained to learn
sequential or time-varying patterns. The intruder’s pa-
rameters are not static; their parameters are varied at cer-
tain time interval. In this paper Dynamic Improved Hybrid
Fuzzy Jordan Artificial Neural Network (DIHFJANN) is
proposed to handle dynamic behavior intruders. The
Dynamic Improved Hybrid Fuzzy Jordan Artificial Neural
Network utilize modified steepest-gradient algorithm which
solves the relatively slow and inferior of asymptotic rate
of convergence problems of steepest gradient algorithm,
In modified steepest gradient algorithm original global
minimization problem is transformed into a quadratic-form
minimization based on the steepest descent method and
the current iterative point. The structure of Hybrid Fuzzy
Jordan Artificial Neural Network such as number of hid-
den layer and the number of node in the hidden layer is
dynamically adjusted based on the error value obtained
in the training stage using complexity regularization ap-
proach. The experimental result shows the reduction of
time complexity and performance up gradation using

DIHFJANN method.
1. INTRODUCTION

The rapid growing of computer networks and
interconnection between them has been prone to some
security issues. Intrusion detection system is a significant
aspect as very huge degree of perceptive information is
stored and processed in network systems across the world.
The main aim of intrusion detection system is to discover
the number of attacks against information systems

effectively [1]. The intrusion detection system is widely
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divided into two categories such as signature basedénd
anomaly based systems. Signature detection is also named
as misuse detection which is generally focused on the
uncovering of known patterns of unauthorized users, The
anomaly based systems are used to discover the abnormal
and normal behavior patterns. Afterwards, if any activity
deviates from the normal instance, then it is considered
as intrusion [2]. Anomaly detection technique possesses
the capability to discover the previous unknown attacks
and hence it is more efficient rather than the signature

based.

Krishna Kant Tiwari {3] et.al suggested data mining

methods to deal with the huge intrusions in the given

system. The methods are such as Artificial Neural Network
{ANN) and Support Vector Machine (SVM) to detect the
attacks using training process and specified model.
Classification concept is used to increase the detection
rate. It is also robust in case of known attacks. Association
methods are focused on the analysis of similar instances
occurred frequently and it detects the outliers more
effectively. In Mabu, Shingo, et al {4], an efficient machine
learning approaches are recommended for discovering
network intrusions in high dimensional data. By merging
fuzzy set'theory along with genétic network programming,
it can handle the mixed database such as discrete and
continuous attributes. [t is used to mine several signiﬁcant

class association rules that improve the detection ability.

In Benamara et al [3] the static networks are utilized that
are difficult to train as it requires extensive training sets
of system event records in order to differentiate normal
behavior patterns. In this research, the networks are

improved which is used to discover the dynamic

characteristic of intruders. The dynamic networks have _
the potential to examine the time interval rﬁodeis. An Elman
network [6] is applied to train the neural network with
discrete time sequence predictions. The weight
convergence is computed and improves the performance
of Elman network based on the Lyapunov function, Thus
the fully adaptive learning technique is utilized to optimize
convergence speed which maximized the training as well

as testing performances.

Jordan neural network [7] is introduced to discover the
sql based attacks more efficiently and it is also similar
structure of Elman network. Recurrent neural network is a
dynamic network which has internal state in each time
step of classification. This is due to circular links among
higher and lower layer neurons and self feedback
connections. Such type of connections activates recurrent
neural networks to propagate data from previous events
to current processing steps. Hence, this neural network
comstructs a memory of time series events. The dynamic
fuzzy Jordan neural network is more suitable for intrusion

detection network in specific time interval.

The remainder of the paper is summarized as: section [1
explains the refated researches briefly. Section I1] presents
the methodologies utilized in the paper. Section IV
provides the experimental results and their discussions.

Section V concludes the research.

I1. RELATED WORKS

Peter Tino et.al [8] recommended recurrent neural network
along with small weights and memory models, This
research scenario has proved the uniformity among issues
handled by recurrent netwqu. In this research, the

behavior of instances is discovered efficiently and the

-
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training process is improved. However this scenarioéai[ed
to observe the random behavior from networks. Robert
Koch et.al [9] suggested beha.vior based intrusion
detection in encrypted environments. Preceding

researches are failed to deal with privacy concepts in

intrusion detection networks. To avoid this particular

issue, this research presented a new behavior based
detection mechanisms which is used to identify the
intrusions as well as insider behaviors. Thus, the methods

achieved the higher number of detection rates in the

encrypted environment with better privacy levels. Since

it used certain parameters to preset the architecture,
optimization of those values is essential which is not

included in this research.

Ahmed Youssef et.al [10] discussed network intrusion
detection by using data mining approaches and network
behavior analysis. In this research, potential malicious
behaviors are found in the network traffics. It improves
the detection of malicious activities based on the
construction of network model behaviors. It also
discovers the new patterns which prominently deviate
from the normal network behavior, And also it is not yet
introduced into the real world intrusion systems.
M.Z.Rehman et.al [11] presénted gradient descent back
propagation algorithm that focused on the classification
problems to progress the accuracy. In this research,
‘algorith'm had improved the previous working
_ performance of back propagation by adaptively changing
the momentum value as well as maintaining the gain
parameter .ﬁxed for all nodes in the given network. This
research speeded'up the convergence rate than any other

methods.

Rick Hofstede et.al [12] discussed real time intrusion
detection for netflow and ip fix. This research scenario
was focused on the functional extension for NetFlow and
IPFIX flow exporters, to permit for timely intrusion
discovery which reduces the huge number of attacks, It
incorporated a lightweight intrusion discovery nodule to
flow exporter which moved discovery closer to the traffic
inspection point. Also this research reduced the attacks
through learning firewalls to eliminate malic.ious traffic.
And it prevents the given systern from the overhead issues
more effectively. The bottleneck of a system was found
when the load increases, since the scripts are proceséed
using generic CPU, Wei Wu et.al [13] suggested
convergence of gradient technique along with momentum
for back propagation neural network, This research was
used to avoid the issues of gradient of the error function
and slow convergence. The main aim of this research
involved the hidden layer along with weight optimized
values and the mitput layers of the back propagation
network was consistently bounded. To achieve this
objective, this work was considered the gradient technique
with momentum for back propagation neural network. The
momentum coefficient was selected in an adaptive way to
speed up and stabilize the learning process of the network

weights.

Chein-Shan Liu [14] discussed about the modifications
of steepest descent technique and conjugate gradient
method against noise in the network. In this research, the
modified conjugate gradient approach which played an
iinportant role to improve the eﬂiciency,.accdraéy and
computational complexity issues. It is also significantly
robustness against the noise for high dimensional data

and increases the system pérformance. In [15], Alka
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Chaudhary et.al suggesteﬂ neuro-fuzzy based intrué{on
detection system for network security. This research
mainly focused on the minimization of possible attacks in
the given network. The fuzzy based intrusion technique
was utilized to discover the attack rates efficiently. The
fuzzy logic generates the rules depending on the
information data and about the traffic patterns and it also
protects the system from attacks, It also had better
performance in terms of reduction in error rate and higher

security.

L. METHODOLOGIES

Hybrid Fuzzy Jordan network and Artificial Neural

 Network (HFJANN)

This system adapts the fuzzy concept for the'discovery
of intrusion in the neural netwofks. The hybrid of Fuzzy
System and Neural Netwark is used for more accurate
prediction and also to increase the speed of the network.
Fuzzy optimal control method predicts the intrusions by
using Neural Network algorithm effectively and rapidly.
Hence this concept maximizes more accurate decision in
the neural network applications. However this séenario is
used only in static network and it does not handle the

dynamic behavior of the intruders.

Dynamic Improved Hybrid Fuzzy Jordan network and

- Artificial Neural Network (DIHFJANN)

To observe the dynamic behavior of the intruders of the
© system, the dynamic hybrid fuzzy Jordan ANN is
introduced, This research is based on the behavior of the
Neural Network which is used to detect the dynamic

intruders more effectively. DTHFJANN is used to reduce

the error rate significantly and also it takes minimum time

for execution. A new algorithm is introduced named as

Modified Steepest Gradient Algorithm which is used to

improve the speed of the convergence rate in this network.
DIHFJANN regulates the number of hidden layer and
number of nodes in hidden layer using complexity

regularization approach.

In this research, as the parameters of the network and the

behavior of the intruders changes with respect to time,

behavior based intrusion detection system is used
discover the activities of abnormal intruders of the
network. It is focused on monitoring the network traffic,
event threats and node movements which ié used to dete.ct
the abnormal behaviors dyﬁamically. The intruder
behavior changes due to actions not happened for a
certain interval of time. Thus, the proposed DIHFJANN
method is able to deal with dynamically varying behavior
of intruder based on the modified steepest-gradient
algorithm. This algorithm is used to solve the time-varying

optimization problems.

Algorithm 1

Modified steepest-gradient algorithm

Given an initial x,, d, = -g, and a convergence
tolerance to! o

For k=0 to max do

Set a:g = argmin ¢(a)

. ,
ILgxll g {/wheren=1—y

Kppy = X, —
k1 kN aiAvay, T

Compute gy = VF{xp1q)

If|gxs1lh< tol then
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Converged
Endif

End for
Formula description

The neural network input is given below

Hin(k) = Wiy (k) (K) @

Where H,, hidden input of is neural network and

W, is weight value of neural network

The output of neural network can be represented by
y (k) = VK)2(W(K), x(k)) )

Wh_ere' V(k) and W (k} is optimal and weight matrices
respectively.

Jordan network input is given below

Hy (k) = W, ()x (k) + c(k) 3)

- Where H, hidden input of is Jordan network, W/, is weight

value of Jordan network and ¢ (k) is context
e(k) = [ey (&) ..., FOTT 4)
Where e (k) is error minimization function

Where n = p+hxd-dimensional vecfor in which d is the

‘maximurm time delay factor.

The errors or intrusions reduced by the fuzzy function

- e=diff(Y,D)= P —d PP 4 (2 — a2
(5)

Where y is current output and d is desired output of the

fuzzy function.

Output of hidden layer in neural network

Hj.'.N(kj = I’Vh\rf (k) _i_ c{y}_) (6)

Where W, (k) is weight value of neural and
Jordan network, ¢ (y,)is context of Jordan network
output

Output of hidden layer in Jordan network

H,, (k) = z’ﬂ'}{kj + () M
Fuzzy logic input
Fl=N0, F (8)

Where Fj‘ is number of fuzzy input values satisfied by

generated tules

Apply the complexity regularization method to optimize

the number of hidden nodes from the observed data.
n=C (N/ (d log Ny) 2 (9)

Where n is number of hidden nodes, d is input dimension
of the target function, N is the number of training pairs or
observed pairs and C is constant. It is used to reduce the

error value in the statistical aﬁa]y'sis.
DIHFJANN output
F I(Hym (k)y+H,, (k) = 00 myw (10)

Where O (y) .. is output of hybrid fuzzy Jordan and neural

network

DIHFJANN mechanism with modified steepest gradient

algorithm procedure
1. Start with number of hidden layer fuzzy neurons.

2. Selection is based on the previous knowledge of the

Neurons.
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10.

10.

11.

10,

Set a maximum weight-initialization step. { '/

Initialize the dynamic Jordan and neural network with
the associated random weight initialization using (1)

and (3)
Update the neural input vector x(k)
Update weight value

Compute the output of hidden in neural network H

(k) using(6)
Compute error minkmum rate using (5)

If minimum error criteria are not reached then go to

step 10 else goto step 5

Change the network structure randomly with more

layers and nodes in layer

Apply the algorithm 1

Go to step 5 and continue until the end of the training

data points

Compute the learning rates of each layer and update

the weight matrices

Compute the output of hidden in Jordan network
Hy](K) using (7)

Save the values for particular weight initialization
step for the iterative training and continue until the

maximum weight-initialization number is reached.

Obtain the resultant weight initialization as the most
excellent value for the training based on the chosen

number of hidden layer fuzzy neurons.

FOR ROBUST AND EFFICIENT INTRUSION DETECTION SYSTEM

11. Optimize the number of hidden nodes using

complexity regularization through (9)

12.  Dynamic improved hybrid fuzzy Jordan network and

neural network output is obtained using (10)

The first order and second order statistics are utilized to
handle the dynamic behavior of the intruder that is time
varying features. Such kind of features is extracted from
the packet data along with sliced time window. The first
order statistics are such as mean, variance, Skewness and
Kurtosis, second order statistics features are such as time
varying moment, correlation and entropy features are
computed. It is used to increase the classification
accuracy in terms of higher intrusion detection rates in

the dynamic network.
IV. EXPERIMENTAL RESULT

In this section the performance metrics of the proposed :
work is compared among existin.g by using efficient

methodologies. Back propagation neural netwerk

algorithm is an important technique to class'if‘y the
intrusion detection. Radial Basis Function (RBF) end every
neuron include the RBF on a point with several features.
RBF network contains two layers such as hidden and
output layer. Input is mapped into every RBF in the hidden
layer and RBF is used to increase the speed of traini'n'g
data. The output has four class labels in the speciﬁed
dataset. The dataset considered in this reeearch Work is
NSL KDD intrusion detection. The classification algorithm
such as neural network is applied on the given NSL KDD
dataset to analyze the various intrusions effectively. The
class labels used is Denial of Attacks (DOS), probe, Remote
to Locai Attack (R2L) and User to Root Attack (UZR). The
sub types of DOS are back DOS, land DOS, neptune DOS,
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pod DOS, smufDOS and teardrop DOS attacks. Thf;ub
types of R2L are fip_write R2L, guess_passwd R2L., imap
R2L, multihop R2L, phf R2L,, spy R2L, warezclient R2L
and warezmaster R2L. The sub types of U2R are
buffer_overflow U2R, loadmodule U2R, per] U2R and
Tootkit U2R. The sub types of probe are ipsweep probe,
nmap probe, portsweep probe and satan probe. The
training dataset includes 2500 tuples and 38 attributes
whereas the testing dataset includes 995 tuples and 38

attributes.

The methods are analyzed and the performances are
compared among networks for intrusion detection. Such
kinds of methods are existing Hybrid Fuzzy Jordan
Artificial Neural Network (HIANN) and proposed Dynamic
Improved Hybrid Fuzzy Jordan Artificial Neural Network
(DIHFJANN). To increase the accuracy as well as
efﬁciency,'the dynamic parameters are utilized in this
proposed system. From the experimental result evolved,
it can be concluded that proposed methodology improved
the prediction accuracy and also speeds up the
convergence rate significantly. Hence proposed Dynamic
Improved Hybrid Fuzzy Jordan Artificial Nsural Network
(DHFJANN)} is superior in the detection of intrusions

~dynamically and overall system performance.
Accuracy

The Accuracy of the classification rate is measured with
the values of the True Negative, True Positive, False
Positive; False negative actual class and predicted class

results it is defined as follows,

Accuracy =

Trug positive + True negative

— 60
£
§ s
3
H
0+
30T e e -
Hytaid Jordan nelwork and Artifictal Neursl Notwork
20F L] improvad HybRd Fuzzy Joran network and Anicial Nat! Notwosk

| BB Oyramic improvesd Hybrid Fuzzy

Figure : 1 Accuracy Comparison

From the Figure 2, it is clear that the proposed
methodology provides better result than the existing
approach by increased accuracy value. In this graph, the
methods are such as ANN, HIANN, IHFJANN and
DIHFJANN are plotted in the x axis and the accuracy
values are plotted in the y axis. The accuracy value is low
for the existing method of ANN, HIANN and IHFJANN.
The accuracy value is increased significantly by using
the proposed DIHFJANN. Thus, the proposed method is
used to predict the intrusions efficiently, Frm_n the
experimental result, it is concluded that proposed method

is superior to existing system.
Precision

Precision value is calculated based on the retrieval of
information at true positive and false positive values. In
healthcare data precision is calculated the pércenmge of

positive results returned that are relevant,
Precision =

True positive

True posidve + True negarive +False positive + False negative

(M

True positive +False posidive
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Figure 2 : Precision Comparison

From the Figure 3, it is observed that the proposed
methodology provides better result than the existing
approach as it has increased the precision value. In this
graph, the methods are such as ANN, HIANN, [HFJANN
and DIHFJANN plotted in the x axis and the precision
values are plotted in the y axis. The precision valus is
low for the existing method of ANN, HIANN and
IHFJANN. The precision value is increased significantly
in the proposed DIHFJANN. Thus, the proposed method
is used to predict the intrusions efficiently. From the
expérimental result, it is concluded that proposed method

is superior to existing system,
Recall

Recall value is calculated based on the retrieval of
information at true positive prediction and false negative
prediction. In healthcare, data precision is caleulated on
- the percentage of positive results returned. Recall in this
context is also referred to as the Tfue Positive Rate. Recall

is the fraction of relevant instances that are retrieved,

Recall = True positive

True positive +Falee negarive

®)

Rybtid Jordan network ana Artificlal Neural Network
0'4 f 1] Improsed Hybid Fuzzy Jordan network and Aditicial Neure! Network
: R Oynamic Improsad Hybrid F dan network and Artifictat Naurs! Netwark

Wethods

Figure 3 : Recall Comparison

From the Figure 4, it is observed that the proposed
methodology provides better result than the existing
approach as it has increased the Recall value, In this
graph, the methods are such as ANN, HIANN, IHFJANN
and DIHFJANN plotted in the x axis and the precision
values are plotted in the y axis. The recall value is low for
the existing method of ANN, HIANN and IHFJANN, The
recall value is increased significantly in the proposed
DIHFJANN. From the experimental result, it is concluded

that proposed method is superior to existing system. -
F-measure comparison

F-measure distinguishes the correct classification within
different classes. It is a measure of a test’s accuracy. It
considers both the precision and the recall of the test to
compute the score. The F Measure score can be
interpreted as a weighted average of the precision and
recall, where an F, score reaches its best value at 1 and

worst score at 0. It is defined as follows :

F-Measure = 3 Pracigion. Racall ()]
Precision + Recall
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Figure 4 : F-Measure Comparison

From the Figure 4, it is proved that the proposed
methodology provides better result than the existing
approach by increasing the F-measure value. In this graph,
the methods are such as ANN, HIANN, IHFJANN and
DIHFIJANN plotted in the x axis and the F-measure values
are plotted in the y axis. The F-measure value is low for
the existing method of ANN, HIANN and IHFJANN. The
F-measure value is increased significantly by using the
proposed DIHFJANN. Thus, the proposed method is used
to predicf the intrusions efficiently. From the experimental
result, it is inferred that proposed method is superior to

the existing system.
Convergence iterations

From the figure 7, it can be proved that the proposed
methodology provides better result than the existing
approach as it speeds up the'cpnvergence rate. In this
graph, the methods are such as ANN, HJIANN, IHFJANN
and DHFJANN plotted in the x axis and convergence rate
: values are plotted in the y axis, The convergence speed is
‘reduced by using the existing method of HFJANN. The

convergence speed is increased significantly by using

the proposed DHFJANN, Hence, the proposed method is
used to predict the intrusions efficiently. From the
experimental result we can conclude that proposed

method is superior to existing system.

00

200

Rate of convergence
R A
= =] = o =3 Eng
(=] =] = = = =

=)
=3

=]

IHFJANN
Methods

ANN FBANN DiHIFJANN

Figure 5 : Rate of Convergence

Table 1 : Comparison values for the Intrusion Detection

System
Parameters Methods
ANN HJANN | IHFJANN | DIHFJANN
Accuracy 3 79 34 89
Precision 0.47 0.53 G.55 0.62
Recall .68 472 0.8 0.91
F-measure 0.53 0.62 0.65 0.74

The table | shows the different rate of convergence values
for existing and proposed methods. The methods are
ANN, HJANN, IHFJANN and DHFJANN approaches.
The Dynamic Hybrid Fuzzy Jordan Artificial Neural
Network based intrusion detection system’s accuracy,
precision, recall also f-measure rate is higher than the
ANN, HJANN and IHFJANN approaéhes. From this
experimentation, it is concluded that the Dynamic
Improved Hybrid Fuzzy Jordan Artificial Neural Network
based intrusion detection system‘ is effective and efficient

rather than the preceding methods.
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Table.2 : Comparison values for the Convergence
Iterations

S.No Networks Rate of Convergence

i " | ANN 857

2 HIJANN - 792
13 IHFJANN 650

4 DIHFJANN | 545

The table 2 shows the different rate of convergence values
for existing and proposed methods. The methods are
ANN, HIANN IHFJANN and DHFJANN approaches. The
. Dynamic Hybrid Fuzzy Jordan Artificial Neural Network
based intrusion detection system has the high speed of
convergence rafe éompared to the ANN, HIANN and
IHFJANN methods. From this experimentation, it is
- concluded that the Dynamic Improved Hybrid Fuzzy
Jordan Artificial Neural Network based intrusion detection
system is effective and efficient rather than preceding

method.
V. ConcLusion

The proposed Dynamic Improved Hybrid Fuzzy Jordan
-Artificial Neural Network based method has improved the

accuracy of prediction result in the intrusion detection

system. This dynamic network is used to observe and

discover the intrusions prominently by using the effective
approaches. The convergence speed is increased
signiﬁcanﬂy and the performance of the system is
improved higher in the proposed téchnique. In future work,
the optimization algorithm can be developed for weight
6ptimizati0n of both Jordan network and neural network,
It 6an reduce the error rate significantly and improve

. stability of dynamic hybrid f‘uzzy Jordan neural network.
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