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-ABSTRAC’I‘- .
Hadoop is the popular open source 1mplernentatron

: of MapReduoe a powerful tool designed for deep

analy51s and transformatron of very large data sets.

: _custom a.nal_yses tallored to your information anid

~ questions. Hadoop Ais the systemthat allows

B Hadoop enables you to explore complex data, usmg :

challenge to run without a dedicated operations team,

since there are so many'm'oving parts.

Th1s paper does detarled study on I—Iadoop

architecture and component workmg Later focuson.

how data rephcas are managed in Hadoop drstrlbuted

file system for better performance and high data -

unstructured data to be drstrlbuted across hundreds

-or thousands of machmes forming shared nothing .

' 'clusters, and the execution. of Map/Reduce routmes
to run on the data in that cluster. Hadoop has its own
ﬁlesystem whrch rephcates datato multlple nodes to
ensure if one node holdmg data goes down, there are
- at least 2 other nodes from which to retrieve that
plece of mformatron Thrs protects t the data
'avarlabrhty from node farlure something whlch is
* critical when there are many nodesina cluster (aka

R.AID at a server level) Hadoop has its origins in

' Apache Nutch, an open source web search engme _

itself a part of the Lucene proj ect Bulldrng a web

: '_search engme from scratch was an ambrtrous goal,

‘7 for not only is the. software requlred to crawl and

index websrtes complex to wrlte, but it is also a
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“click on ads, and so forth. Machrnes t00, are_ . 1.

availability for highly parallel drstrrbuted Hadoop - |

Applications. This paper also takes in account the

different failure which will aﬂ'eet the Hadoop gystem -~ -

and various failover mechamsms for handling those

farlures ‘
]NTROD'UCT'ION:A '

Dealing with “Big Data” requrres an in expenswe
reliable storage and a new’ tool for analyzmg

structured and unstructured data. Today, we're

surrounded by big data. People upload v1deos, take -

pictures on their cell phones, text friends, update thetr

Facebook status leave comments around the web,

' generatmg and keepmg more and more data We live

in the data age. It’s not easy to measure the total

volume of data stored electromcally, but an. IDC

- estimate put the size of the “drgrtal universe” at 0. 18 N

terabytes. That’s roughly the same order of magmtude L

'zettabytesm2006 andis forecastmgatenfold growth . NE

by2011t0 1.8 zettabytes Azettabyte is 10"21 bytes, '

or equrvalently one mllhon petabytes or one biillon

- as one disk dnve for every person in the world Thus' '
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* big data is a term appl_ied to data sets whose size is

" . beyond the ability of commonly used software tools

up large comiputations and hiding I/O latency through - |

increased concurrency. It is well suited for large data

1o capture, manage, and process the data withina’

‘tolerable elapsed time:. B1g data sizes are a constantly -

moving target currently ranging from a few dozen -

" terabytes to many petabytes of data in a single data set.

' The exponential growth of data presented challenges

to cuttmg—edge businesses such as Google Yahoo,_

Amazon, aid Microsoft. They needed to go through
terabytes and pe_tabytes of data to figure out which

_ websites were popular, what books were in demand,

and what kinds of ads appealed to people, Existing

" . tools were becoming inadequate to process such large

- data sets. Google was the first to publicize

. MapReduce a system they had used to scale' their -

data Processmg needs This system aroused a lot of
interest biecause many other businesses were facing

- stmilar scaling challenges, and it wasn’t feasible for

procéssing like searching and indexing in huge data set.

Hadoop includes Hadoop Distributed File System
(HDFS) and Map Reduce. It is not possible for

'storing large amount of data on a single node,

therefore Hadoop use anew file systérﬁ‘ eaHe_d HDFS

which split data into many smaller parts and

distribute each part redun'da_ﬁtl-y,aeross multiple

lsode_s. MapReduce is a_seﬂwafe fralﬁework for the

analysis and transformation of very large data sets.

Hadoop uses Map Reduce _ﬂmcﬁdn for distributed

computation. MapReduce programs are inherently

‘everyone to reinvent their own proprietary tool.Doug -

" Cutting saw an opportunity and led the charge to
develop an open source version of this MapReduce
L ‘system called H'éftlioep.‘ Soon after, Yahoo, rallied

* around to support this effort. Today, Hadoop is a

~ core part of the ,eemputing infrastructure for many

" web companies, sqch as Yahoo, Facebeok, Linkedn,

‘ “and Twitter. Many more traditional businesses, such
as media and'tel_ecom',-aierbeginning to adopt this

" s}.f'ste'm' t0o. Thus Hsd'oop is an open source

_ parallel Hadoop take advantage of data distribution

_ by pushing the work involved in anaIys1s to many

drﬂ'erent servers. Each server runs the ana]ysns on

its own block from the file. Results are comblned n

to smgleresult aﬁer analysmg eaeh piece. MapReduce, L

framework takes care of sehedulmg tasks, monitoring

them and re-executes the failed tasks.

1.1. What is Hadoop?

Consider the example of Facebook, Faeeﬁook"data :

has grown up to 15TB/day by 2011 and in future
shail produce data of amuch hlgher magnitude. They
have many web servers’ and huge MySQL (profile,

friends etc.) servers to hold the user dsta.

- fz‘.ameWork for- writing and runnihg distributed. .

applications that proeess large. amounts of data.
Hadoop disu'ibuteland parallelize data pr'ocessing

_across many nodes in a compute cluster, speeding

o8

Now to run various repbrts on these huge data For

example Ratio of men vs. womén users fora period, . -

No of users who commented 0_'n‘a partieular day The

solution for this requirement they had scripts written ;

in python which uses ETL p’roeesses. But as the size

-
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of data increased to this extent these scripts did not

\}vork. Hence their main aim at this point of time was

" to handle data warehousing and their hore ground

solutions were not working. This is when Hadoop

' came into the picture.

‘Formally speaking, Hadoop is an open source

framework for writing and running distributed
" applications that ?rocess large amoutlts of data.
Distributed computing is a wide and varied field, but
the key distinctions of Hadoop are that itis .

Yo Access1ble—-Hadoop runs on large clusters of
 commodity machihes or on cloud computmg services

. such as Amazon s.Elastic Compute Cloud (EC2).

features make Hadoop popular in both academia and

industry.

2. Hadoop System Architecture:

 The Hadoop architecture system consists of following

- components:

HBase: HBase is an open souice, ‘non-relational,

d1str1buted database modelled after Google’s Big

Table and written in Java. A dlStI‘lbutGd column o

oriented database. HBase uses HDFS for its
nderlymg Storage, and supports both batch-style '
computa’nons using MapReduce and point queries

HBase features compression, in-memory operation,

and Bloom filterson a per;column basis as outlined - °

% Robust—-beCauSe it is intended to runion'

| commodlty hardware, Hadoop is architected with the-

: assumptlon of ﬁ'equent hardware malﬁmcuons It can

" gracefully handle most such failures.

% ScalableﬂHadoop scales linearly to handle larger
~ databy addmg more nodes to the cluster

int he orlgmal Big Table paper Tables in HBase

can serve as the input and output for MapReducc

. _]ObS run m Hadoop HBaseisnota dn‘ect replacement

fora class:c SQL database, although recently its

: performance has improved, and it is now serving

several data-driven websites, mcludmg Facebook’

- Messaging Platform.

% Simple-—'—_I—Iadoop allows users to q’mckly write

efficient parallel code.

. Hadoop was Crea_tcd'by Doug Cutting, the creator -

~ . of Apache Lucene, the widely used text search library. -

~© Hadoop has:its. origita_s in Apache Nutch, an open

source web search engine, itselfa part ofthe Lucene’

- pro_]cct Hadoop ] access;bllity and sxmphcxty give

| it an edge over wr1t1ng and running large distributed

programs On the ‘other hand, its robustness and

_scalab1l:ty make It suitable for evcn the most

demandmg jObS at Yahoo and Facebook These _

H])FS A distributed fiiesystem that runs on large .

clusters of commodlty machmes

" Figure 1. Hadoop System'Architecture' '

99




. Karpagam JCS Vol.10 Issue 2 Jan. - Feb. 2016

MapReduce: MapRedu'ce is a functional

' programmmg paradigm that is well snited to_héﬁdlihg

 parallel processing of huge data sets distributed

across a large number of computers, or in other

" words, MapReduce is the application paradigm

" supported by Hadoop and the infrastructure presented

. inthis article. Map_Redtice, as its name implies, works
i two steps: -

" Avro:isthe serialization framework created by Doug

: Cutting, the creator of Hadoop. With Av_ro we can .

store data and read it easily with various

' programming languages. It is optimized to minimize

 the disk space needed by our dataand itis ﬂekible"—

dfter addmg or removing fields to our data we can -

- stnlI keep readmg files prewous to the change

-~ Hive: A dlstrxbuted data warehouse. H1ve manages

~ data storéd in HDF S and provides a query language -
* based on SQL for querying the data. Hive looks very '

' much like traditional database code with SQL access.
However because Hive is based on Hadoo'p and

' MapReduce operatlons there are several key

: 'dlfferences The first is that Hadoop is intended for

long sequent1a1 scans, and because Hwe is based on

: Hadoop, you can expect quenes tohavea very high

- latency (many mmutes) ThlS means that Hive would

: not be approprlate for applications that need very

" fast response .times;- as jmu would expect with a o
- database ‘S‘l',lC_,l:l as DB2. Finally, Hive is read-based

and therefore not appropriate for tra'nsa'ction'

. -processing that typically involvesa hlgh percentage

cf wnte operattons

Pig: A data flow language and eXecuticn environment o
for exploring very large datasets. Pig runs on HDFS _
and MapReduce clusters. Pig was initially developed

at Yahoo to allow people using Hadcjo;i to focus more

" on analyzing large data sets and spend less time
- having to write mapper and reducer programs. Pig

is ma_de_up 'o_f_ two compcnents: the first is. the
' language itself, which is called Pig Latin and the

- second is a runtime environment where Pig Latin

programs are executed.

Chukwa: Chukwa is a data cqllecticn cnd Analysis

Framework that works with Hadoop to process and

analyze the huge logs generated. It is built onrtop of
the Hadoop Distributed File _Systex'ri (HDFS) and
Map Reduce Framework. It is highly flexible tool

| that makes Log analysxs, processing and momtormg _

- easier especlally while handlmg Dlstrtbuted Flle

Systems like Hadoop.

ZooKeepe: Zookeeper is an opeh source Apache

project that this information in local log files. A very

: 1arge Hadocp chuster can be supported by multiple

ZooKeeper servers (in this case, a',m_aster server

* synchronizes the top-level servers). Each client

machine communicates with ot of the ZooKesper -
servers to retrieve and update its -syhchrohizatio_n
information. Within ZooKeeper, an application can
create what is called a zode. The znode cen' be

updated by. any node in the cluster, and any node in

the cluster can reg:ster to be informéd of changes to
‘that znode. Using this znode- infrastructure,
. applications.cén synchronize their tasks across the

_ distt'ibuted cluster by updating their status ina -
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| ZooKeeper znode, whichr-would then inform the rest

- of the cluster of a specific node’s status change. This .

cluster-wide status centralization service is essential
for management and serialization tasks across a large

distributed set of servers.

Sqoop: Using Hadoop for analytics and data

' processmg requu'es loadmg data into clusters and' -

- processing 1t in conjuinction with other data that often

res1dcs in production databases across the enterprise.

" Loading bulk data into Hadoop from productton‘

- gystems or accessing it from map reduce applications -

' 'running on large clusterscan be a challenging task.
This is where. Apache Sqoop fits in. Sqoop allows
. easy import and export of data from structured data

stores such as relatwnal databases, enterprlse data

ware houseses. What happens underneath the covers

when you run Sqoop is very  straight forward The

‘ dataset being transferred i is sliced up into dlfferent

. partltaons and a "map-only job is launched with

dmdual mappers responsrble for h‘ansferrmg a shce -

' of thrs dataset. Each record of the data ishandledin '

a type safe manner since Sqoop uses. the database

- metadata to rnfer the data types.
3. Conclusmn .: |
. The Key Beneﬁts of Apache I—Iadoop
' —Agrhty/F lcx1b111ty (Qulckest Time to Insrght)

~ Complex Data’ Processmg (Any Language, Any

. Problem). -

- S_calabiiity of 'Storage/Compute_' (Freedom to
GroW). -

—'Economic'al Storage (Keep All Your Data Alive

Forever)
. The Key Systems for Apache Hadoop are:

—Hadoop Dlstributed Frle System self heahng hlgh
bandw1dth

— Clustered storage.

~ MapRedu'cei distributed fault-tolerant resource

- Management,corlpled with scalable data processing.
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