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ABSTRACT

Compression of data has been interesting area of
analysis in the previous decade as well as the current.
Compression algorithms have been implemented and
analyzed for various categories of data. When it
comes to preserving the originality of compressed
data, lossless compression algorithms have priority.
One of the sought after lossless compression
methodology is the LZW compression algorithm.
Many variants of the original LZW algorithm have
been proposed and implemented over years. This
paper analyses the usage of Multiple Dictionaries in

LZW compression.
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1. INTRODUCTION

Lossless compression has been in demand from the
early days of data compression. Source codes, text
documents, executable programs, DNA sequence
data, etc are some examples of data that demands
lossless compression[13]. The most prominent meth-
odology for lossless compression was the Dictionary
methods that date back to 1980s. Lempel and Ziv
proposed the lossless compression algorithm using
Dictidnaries which was further enhancéd by Welch.
To improvise the existing dictionary methods, usage
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of multiple dictionaries have been proposed. This
paper analyses the various fields of compression
where multiple dictionaries are used and how it im-
proves the usage of single dictionary for compres-
sion.

I1. EXISTING ALGORITHMS
LZW (Lempel-Ziv-Welch) Encoding Algorithm

There is no requirement of prior knowledge of input
files. The statistical properties of the input files can
be learnt during encoding, It is particularly suited
when the input file has high frequency in redundant
characters, frequent patterns, etc. The algorithm
builds a dictionary containing list of strings and each
entry is assigned 2 unique code. Every character in
the input string is concatenated with a prefix string
and compared with entries in the dictionary. If it is
present in the dictionary, output will be the code
already assigned in the dictionary; otherwise new
string will be added to the dictionary. The frequently
occurring strings may be stored as symbols which |
needs less memory than storing original strin gs. The
decoding algorithm uses the same dictionary built by
the encoder [1].

LZW uses fixed-word-width dictionaries which
consumes time in searching the entire dictionary. An
alternative method suggested for overcoming the
extensive search in single dictionary is initializing the
dictionary with combinations of different characters
or using 2 hierarchical dictionary of variable-word-
width [2].
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Dynamic LZW (DLZW) initializes the dictiogary with
different combinations of characters organized in
hierarchical string tables. It uses least recently used
(LRU) policy to keep the frequently used code words
in short dictionary. Word based DLZW (WDLZW)
identifies words in the input file as a basic unit. The

word is searched for in the string table and if found a

copy code corresponding to the address of matching

string is output. Otherwise the word is added to string
table and a literal code is assigned to it [5].

Parallet or Multiple Dictionaries in LZW :

A parallel VLSI architecture implementation replaces
the currently existing single dictionary concept by
multiple dictionaries of small variable-word-width

dictionaries. The resulting scenario consists of

multiple dictionaries with different word lfength which

reduces the search time as well as operates in parallel.
The authors claim a reduced hardware cost as well
as ease of implementation[2].The detailed
architectural design of Parallel Dictionary based LZW
(PDLZW) is demonstrated in [3]. The dictionary is

initiated with all single characters forming the

character set of the inpf:t file. The input string is -
mapped to fixed-length code words based on -

dictionary set. The current substring and next
character in the input stream is inserted as new entry

into the dictionary [3].

Ming-Bo Ling, et al. has further proposed to combine
the features of PDLZW with Adaptive Huffman
Algorithm, as two stage data compression
architecfure. Adaptive Huffman algorithm with
dynamic-block exchange (AHDB) takes the output
code words from PDLZW and encodes them. The
algorithm swaps the most frequently used symbol to
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the top of the ordered list and the index is encoded
into canonical Huffman code word. The authors
claim that the method reduces hardware cost and

can casily be imﬁle’mented on to VLSI architecture

[4].

Another implementation of PDL.ZW suggesied by
Perapong V, et. al, uses a barrel shifter to loading a
new input string onto the shift register. Also the
dictionary updating is performed using Windowed
Second Chance Updating Technique (WSC) that
partitions dictionary into windows as k-size phrases
and a three bit flag associated with each phrase.
Test results exhibit compression ratio better than that
of conventional PDLZW and also PDLZW with
WSC technique [5].

Static Text Compression Algorithm (STECA) is a
language dependent method that uses multiple static
dictionaries for compressing text files. The dictionary
is pre- constructed and used for all suitable situations.
The method is appropriate only when prior knowledge
of source is available. Compression is performed
using most frequently occurring digrams and
trigrams. Inﬁexes of digrams and trigrams are

encoded using hash tables. The high memory

requirement for has tables is considered as the main

drawback of STECA [6].

The analysis of Lezﬁpel-Ziv compression in parallel
and distributed systems conducted by Agostino
suggests that parallel compression is possible with
LZW only with the usage of FREEZE deletion

heuristic. The method after constructing the

“dictionary freeze it and the frozen dictionary will be

used for paraliel compression [7].
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Combining PDLZW with wavelet transform on
effective compression of EGC data is proposed by
Sukesh and Jayashree [8] The ECG signals are
wavelet transformed and then given to PDLZW for
‘compression. The compressed output has relevance
‘in storage and transmission of ECG data.

Nirali and Malay [9] combine the PDLZW with
arithmetic coding and compare the performance with
Deflate. From the input file, PDLZW takes out all
the characters and forms initial dictionary. The output
of PDLZW is given to the arithmetic encoder as
input. Arithmetic encoder computes the frequency
of digits, using it calculates the boundary values and
generates the compressed bit file. The decoder
follows the reverse order of calculations to obtain
original string from bit file. The comparative analysis
with Deflate shows better performance for proposed
algorithm in the case of large files [10].

Nishad and Manika Chezian propose a variant of
LZW compression by using multiple dictionaries,
each of which is sorted. Since the dictionaries have
entries in sorted order, the presence of patterns can
be identified with simple binary search. The encoding
algorithm works in two phases [11] of (1) switching
and coding and (2) searching and updating. The initial
dictionary contains all characters in the input file in
the ascending order. Subsequent dictionaries are
constructed in the process and whenever a string is
to be searched, the corresponding dictionary alone
is scanned. In phase 2 the pattern search takes place
in the chosen dictionary using binary search. If
pattern is not found in the dictionary, the position to
which insertion has to be done is identified and shifts
are done for enabling insertion. The method reduces
the number of comparisons made and the number

gf shifts made. Hence it assures better time

complexity as well as compression ratio [12].
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IV. ConCLUSION

Efficiency of LZW in data compression has been
widely accepted. The performance of the
compressors is further enhanced with the usage of
multiple dictionaries. Many researchers have further
enhanced the compression ratio by combining
arithmetic and statistical methods along with
MDLZW. The methods have been proven
successful in different types of data. The MDLZW
with binary search in sorted dictionary increases the
efficiency of compression by reducing the number

of shifts and comparison needed.
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