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ﬁ:loud. storage is a new cost-effective paradigm that
ims at providing high availability, reliability, massive
?calability and data sharing. This research article
htroduces about the cloud computing, several
kployment models, privacy issues pertaining to cloud
fomputing and attributes related to data integrity
chemes. This paper reviewed around 61 research
;rticles and grouped under respective topics
ertaining to data integrity schemes in cloud
omputing arena. From the reviewed research article
ve aim to propose a cloud data storage security

10del that well suits for private cloud environment.
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. INTRODUCTION

?)lou_d computing provides a flexible and cost-effec-
ﬁve solution for many services through Internet [1].
t is consideréd, as a major Information Technology
iT) shift and a latest model of computing over
ooled computing resources suchas bandWidﬂx, stor-
;fge_, SETVers, processing power, ser\fices, and appli-

ations, Today, this new model has gained tremen-
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dous popularity and is receiving a lot of attention from

researchers in the academic and industrial commu-

‘nities. Essential characteristics of the cloud-comput-

ing model include on-demand self-service, rapid elas-
ticity, resource pooling and broad network access.
Cloud computing has gained a lot of popularity, which
is mainly due to the following reasons, as discussed
in [44}: (2) Cloud computin g has eliminated the over-
head of planning from the user, providing resources
that are available on-demand, self-service, and the
ability to scale according to requirements. (b) Cloud
computing has eliminated up-front commitment by
the end users. Pay-as-you-go model has allowed
companies to start small and increase their comput-

ing resources only when needed.

Figure 1, Cloud Architecture

The deployment models used by cloud computing are
Private Cloud (internal datacenters of business or
organizations which are not available for general

public use) [44], Public Cloud (private cloud made
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accessible for general public use on pay-as-you-go
model) [44], Hybrid/Multi-Cloud (cloud co

environment in which an organization provides and

uting

manages some resources in-house, and the other
services are provided externally) {17]. Cloud
computing services are organized as Infrastructure
as a Service (IaaS), Platform as a Service (Paa8)
and Software as a Service (SaaS). Under the
umbrelia of these services a number of new services
have also emerged e.g. Data Integrity as a
Service(DlaaS) [1], Database as a Service [46-49],
Logging as a Service [50, 51, 61], Provenance as a
Service [52], Security as a Service [53, 54], Big Data
as a Service [57] and Storage as a Service [55, 56].
Anoverview of cloud architecture is shown in Figure
L.

Cloud Storage as a service is 2 growing trend with
features like elasticity, pay-as-you-go, business

continuity with long-term retention and risk miti gation

through disaster recovery [1]. All these features are .

not available with on-premises storage. Popular
cloud-based storage services available today are
Dropbox, One Drive, Amazon 83, Google Drive,
- Box, and Sugar Sync etc. Nowadays, to improve
business strategies organizations use analysis
techniques over their historical data [43]. Some
business sectors for instance telecom and e-health
“ have compliance requirements [58], which bind them
to keep historical data over a specified period. Not

every organization is equipped to manage large

- secondary storage or build their private data centers

(because of the cost associated with building and

- maintaining such infrastructure). Cloud Storage can

be of great service to such organizations because of
its flexible model. However, the loss of control is an
inherent issue with outsourced data storage model,
Although the cloud service provider (CSP) is
bounded by a service level agreement (SLA) to
ensure data security, users cannot solelyrely on such
agreements. Furthermore, reliance on a contractual
obligation may fail to detect the mélicious behavior
of the service provider. Cloud computing operational
details are not transparent to the customers and the
CSP may be untrusted. So besides the cotivenience
provided by cloud model, data security issues such
as confidentiality, privacy, and data integrity are also

associated with cloud storage service model.

IL. RELATED WORKS

Data can be manipulated or lost due to accidental or
intentional malicious activity, which can be a
nightmare for the user and an embarrassment for

cloud service provider. Cloud has a provision of

~ “multi-tenancy” i.e. cloud resources will be shared

and utilized by multiple users; therefore, adversaries
can take advantage of vulnerabilities in the cloud
{45]. Administration errors can also damage data;
for example, fai lures in data migration or backup/
restore process. Consequently, data integrity is at
the core of outsourcing data over the cloud storage.
Many data integrity schemes have Baen developed .

for ensuring correctness of outsourced data in recent

. years. When the integrity of outsourced data is to .

be checked, it is not feasible to download ail data

from the remote server and verify as it incurs high
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communication and computational cost. To avoid this

high cost, most of the data integrity schemes perform
-blockless verification [2]. This is done without
downloading actual data from the cloud, rather it is
 based on some metadata, which is generated by using
origina1 data before it is outsourced. Later on, using
this metadata, proofs for integrity verification are
~ generated by cloud service provider and verified by
the data owner. Research on data integrity schemes
started from work on static data or append-only data
and then extended to dynamic data (supporting
:CRUD operations on block level) [3]. Initially, private
(singlé user/data owner) verifiability was supported
- and later on, public (multiple users) verifiability [23]
~was introduced with or without third party auditor
(TPA).

Privacy issues such as leakage of data and user
anonymity were identified, due to the introduction
of TPA. Thus, privacy preserving data integrity
schemes [23] were developed to overcome the
privacy concerns of the users. Application of these
techniques extended from a single copy to multiple
copies of data [20], constraint-based data
geolocation (CBDG) [33], multi-cloud (cloud of
clouds) [29], data deduplication [26} and proof of

.ownership [27]. Researchers used homomorphic

- tags, bilinear pairing [39], algebraic signatures [42],
fountain codes [34], erasure codes [30], RS codes
based on Cauchy matrices [18] and other techniques
as metadata for integrity verification. Efficiency

being a real challenge in data integrity schemes is

ﬁg‘r'neasured regarding computation, communication and
storage costs incurred. One other desirable
characteristic of data integrity is unbounded queries
(which mean no restriction on how frequently user
can verify data). When data size is large this
desirable characteristic is hard to achieve [3].
Achieving efficiencj sometimes results in a
compfomise on security [33]. Implementation
primitives also impact computation, communication
and storage efficiency. Asymmetric cryptographic
primitives provide strong security, but efficiency
decreases due to complex computation and large
keys. This decline in efficiency becomes more

prominent for large datasets.

Disk I/O is another crucial factor affecting the
efficiency of the verification process in data integrity
schemes. For allowing data sharing over'cioﬁd
storage, strong data access control policies are
needed to ensure data security. The requirements
of a data integrity scheme vary according to the
deployment environment. Schemes designed fora
single copy of data are not applicable within server
and cross server replication [4]. The requirements
of data integrity scheme change with cloud
deployment model &.g. hybrid or multi-cloud [17]
whereby the scope of data integrity is extended.
Moreover, Service Level Agreement (SLA) checking
is becoming a fundamental part of data intégrity.
Existing surveys [24, 59,60] on data integrity schemes
have perfonhed only a comparative analysis base_d
on their characteristics and discussed their internal

implementation. . -

. 63
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11 TaxonoMy OF DATA INTEGRITY SCHEMES

The following are the attributes taken into
consideration for defining the taxonomy of data
integrity schemes. These attributes not only describe
the capabilities of any scheme but also give an idea

about their limitations in practical scenarios.

Approach: The approach refers to the nature of
guarantee prov_ided by a data integrity scheme, which

the base for probabilistic integrity checking schemes,
but its performance decreases as the size of data

increase.

Nature of Data: This attribute describes the nature o

~ of data, on which the scheme is applicable.Data can

can be deterministic or probabilistic. Deterministic -

schemes [40,41] need to access the complete file to
determine the integrity and give 100% possession
guaranteé.-Whereas, probabilistic schemes [2,3] use
randomly chosen blocks of data to verify the integrity
and gives less than 100% guarantee, Deterministic
schemes are not suitable for large size files e.g.
archives having data size in GBs or TBsas integrity
verification of such a file takes too much time. This
can lead to a limitation on how ﬁ'equenﬂy the user

_can perform integrity verification. Therefore,

probabilistic schemes are more appropriate for large -

~ files. On the other hand, deterministic veriﬁcation is
suitable for smaller sized files having the size in few
megabytes. Digital libraries (e-books, articles,
research papers) and media contents (songs, pictures,
etc.,) normally have small size files but are large in

number. For such type of data, deterministic schemes

be of static nature [37] (archival data, backups, or
data that is never modified but is appended only) or
dynamic naturé [38] (that frequently changes due
to operations like create, read, update and delete).
The Integrit;( of volatile data is not considered in
this survey. The nature of data also plays an import
role in scheme evaluation. The scheme proposed in
[21, is only suitable for static data, because it requires
re-computation of complete file tags when new data
is inserted in between existing data: Similarly, the
scheme [3] provides guppbrt for modification,
deletion and appends operations; however insertion
operation is not supported. The scheme in [6]
provides support for dynamic data operations such

as insertion, updation, deletion, and modification.

' Fu;thermore, the scheme[6] also kept the

are ideal to provide 160% possession -guarantees.

Ateniese et al. [2] proposed the first probabilistic
integrity scheme in 2007 [2}, which used random

sampling of blocks instead of reading the whole file.

' By inspecting 4.6% of total blocks of a file, it provides

- 99% possession gﬁarantee. This scheme provided

fundamental properties of verification (unforgeability,
unbounded queries) intact. The use of authenticated
skip list based FlexList to support dynamic operations
was proposed in [32]). Bowers et al. [8] proposed a
POR scheme for static data having low storage
overhead and providing higher tolerance rate for
errors. The highlighted feature of their proposed
design was an incremental encoding of data blocks
enabling the support for handling large size datasets.
Barsoum et al. [19] extended the integrity checking

_ of static data for multiple copies. The strength of
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their proposed scheme.is that verification time is
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independent of the number of copies. Stefanov et
al. [22] introduced a framework named “Iris” giving
.cloud users high assurance of data integrity, data
freshness and data recovery in case of any

" corruption.

Setup: The setup refers to the nature of environment
in which data integrity scheme will be deployed. Since
data is placed over the cloud, which can be simple
(self-sufficient, providing all types of capabil_ities
itself) or “hybrid/cloud of cloud/multi-cloud”
(managing some resources internally and other are
provided externally) [17], nature of setup leads to
some additional requirements in data integrity
schemes. For example, a cio_ud-se_tup can support
replication within a server énd across servers,
extendihg the integrity checking from sirigle to
multiple replicas of files. Curtmola et al. [4] proposed
scheme is calied “mﬁltiple replicas prdVéble data
possession scheme (MR-PDP)_”, \#hich is czipabie
of generating' new replicas on rdemand_' in case of
any corruption or deletion. Application of MR-PDP
is limited to a single cloud having multiple storage
servers but is not extendable to a multi-cloud
environment. Bowers et al. [7] focused on high
availability by exploiting the redundancy within a
server and across servers. Peterson et al. [15]
extended data integrity for verification of SLA to
ensure that data is in some specified geographical
boundziry when outsourced to the cloud. Zhu et al.
[28] introduced characteristics of the high security,
high performance, and transparent verification for

PDP model in the context of muiti-cloud.

é( i"‘endency: The tendency of a data integrity scheme
can be verification only (identification of corruption/
deletion of data) or verification with data recovery
(ifany corruption is identified). From the perspective
of tendency, data integrity schemes are categorized
into provable data possession (PDP) or proof of
retrievability (POR) [25].

a. Provable Data Possession (PDP): PDP
schemes are probabilistic as they use the
sampling of random blocks instead of reading
the whole file for verification. In PDP, the
original data is preprocessed to generate some
metadata. This metadata is placed with original
data and is used later to verify the integrity of
user’s data. These schemes can only identify
corruption in data but do not support-corrupted
data recovery, |

b.  Proof of Retrievability (POR): POR is very
much similar to PDP, but it also provides data
recovery, POR schemes use the redundant
encoding of data and hence provide recovery

in case of failure.

In other words, a PDP scheme can be transformed
into POR by using error correcting or erasure codes.
The Auditing protocol of POR provides the guarantee
that CSP is holding all the data of client and is still
retrievable. However, PDP only ensures that the
server is holding most of the data of a particular
client, due to the probabilistic nature of the algorithm

used in verification,

Metadata: All data integrity schemes use some

additional metadata along with the original data,
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which is utilized in integrity verification proc#é. This
metadata can be “tags” {27, 37, 38], having
homomorphic verifiable property, which help in
generating an aggregated value in the verification
process. The metadata may be “signatures™ [14, 35],
which are used as an alternative to tags, e.g.
algebraic signatures to improve techniques like Reed-
Solomon codes. Finally, metadata may consist of
network codes that also support data recovery instead
of tags and signatures, which may be used for
identifying small (bit or byte level) data corruptions.
For example, RSA-based homomorphic tags are
used as verification metadata in [2], “HAIL” [7]
scheme provides data recovery capability using
integrity-protected enor—céﬁecting code (IP-ECC).
Chen et al. [10] utilized network codes to provide
reduced storage overhead in distributed storage
system used for backup and archival data. Okamoto
protocol based signatures have been used in the
scheme [21] as metadata. Ateniese et al. [.11]
improve the capability of PDP scheme by i_ntroducing
robustness using Forward Error—Correcting Codes
(FEC).

Encryption: Over the year’s data integrity schemes
have utilized both symmetric [3, 13] and asymmetric
encryption[12,14, 16, 19,27, 31, 35-37] for security.
Ateniese et al. {3] achieved scalability and efficiency
by using symmetric key encryption and cryptographic
hash functions. Ateniese et al. [2], used RSA based
homomorphic verifiable tags (HVT) as the metadata.
HVTs are unforgeable and are used in bloc]dess
verification by which a server can construct a proof

of possession and the client can verify it to ensure

data integrity. Curtmola et al. [4] utilized
homomorphic tags of Ateniese et al. [2] for multiple
replicas and used a Pseudo Random Function (PRF)
for masking. Wang et al. [9] proposed a scheme for
proof of retrievability using BLS signatures supporting
public verifiability along with dynamic data operations.
Zhu et al. [28] proposed scheme is based on
homomorphic verifiable response (FIVR) and hash
index hierarchy (HIH) and presents a cooperative
PDP (CPDP) scheme from bilinear pairings to
provide 'knowiedge soundness. Lee et al. [13]
proposed a hybrid scheme using both symmetric and
asymmetric encryption for efficient data integrity
verification protocol. Wang et al. [23] scheme is
based on group ﬁgnatmes land Homomorphié MAGs,
providing integrity verification of data shared among

large user groups.

Anditing: Data integrity schemes either allow public
(conducted by a third party. éuditor or multiple users)
auditing or private auditing {performed by data
owner). In the case of public auditing, privacy issues
such as data leakage, user anonymity etc. are
associated. Public auditing schemes are further
categorized into privacy preserving and non-privacy
preserving schemes. Ateniese et al. f6] proposed a
public verifiable scheme, which is called Proof of
Storage (POS). However, this scheme was vulnerable
to privﬁcy attacks. The same authdr proposed another
POS scheme [13], which provided privacy protection.
Krzywiécki et al. [20], scheme utiiized secure
pseudorahdom numbers __(SPRN)_ with Lagrangian
fnterpolation and p;fofides broadcast cnczjrption with
public auditability for multiple users. Shacham et al.
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[5] have used BLS signatures to provide public
auditing. Public auditing :with privacy protection is
“achieved along with traceability, which means that
the original user can trace a sigﬁature on a block

and reveal the identity of the signer.

Another significant contribution of this work is that -

it supports a large number of users without affecting
the performance of the verification process [23].
Shen et al. [12] scheme supports delegation of
auditing authority, however, there is a restriction of
re-delegation. Therefore, a user authorized for
auditing cannot re-delegate the authority to others.
Wang et al. [36] have diséussed the issues of public
auditing and proposed provable secure and efficient
proxy provable data possession (PPDP) scheme for

“cloud storage.
IV. CoNcLusIoN

* Inthis research work several research articles are
reviewed pertaining to data possession, homo-
morphic identification, geolocating data, integrity
verification, integrity checks, multi cloud storage,
retrievability, remote data and much more. From

this we came to a conclusion that in the cloud

computing arena lot of research scope falls under

the security aspect. More importance are given to
data possession and security under private cloud
scenario, multi cloud storage and temote data

storage. We further aim to propose a model for -

authentication over the cloud data storage.
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