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TRACKING OF MOVING OBJECTS IN VIDEOS

N.K Priyadharsini’, D. Chitra®

ABSTRACT

Video processing is a technique of processing individual
frames or images. The processes.involve acquisition,
manipulation, transmission, analysis and compression.
This paper focuses on video analysis; it includes motion
segmentation and motion tracking. Tracking objectsina
video containing extremely crowded scenes is a
challenging due to the motion and appearance variability
produced by the large number of people within the scene.
The individual pedestrians collectively form a crowd that
exhibits a spatially and temporally structured pattern within
the scene. The video is divided into sub volumes. The
‘local spatio-temporal motion of the sub volume is
extracted. Hidden Markovian modetl is used to train on
the spatio-temporal motion pattern. From the model the
spatio-temporal motion pattern that describes how the
object moves in a video is obtai.ned. The extracted

information is used as the priori for tracking.
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I. INTRODUCTION

Video content analysis is the process of analysing the
video to determine the events. It’s used in the domains
like human computer interaction, surveillance, security,
video communication, compression, traffic control, medical
imaging and video editing. The functionality of video
analysis is video tracking, identification and behavior
analysis and egomotion estimation. This model focuses
on the video tracking. Video tracking is the process of
determining the focation of the object in the video signal.
Video contains large amount of data so the tracking can
be a time consuming process. The video tracking is to
associate target objects in consecutive video frames. The
video tracking algorithm analyses the sequential video
frames and outputs the motion of the object between the
frames. There are two major components for visual
tracking. The components are target representation and
localization and data association and filtering. There are
numerous researches for video-based object extraction
and tracking. One of the simplest methods is to track
regions of difference between a pair of consecutive frames
[24], and its performance can be improved by using
adaptive background generation and subtraction. The
difference-based tracking method is efficient in tracking
an object under noise-free circumstances; it often fails
under noisy, complicated background. The tracking
performance degrades if a camera moves either

intentionally or unintentionally. Tracking of objects in
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the presence of shadows, noise, and occlusion, a non-
iineaf object feature voting scheme has been proposed in
[25]. As an alternative method of the difference-based
tracking, a blob tracking method using simple geometric
models, e.g., ellipse or rectangle, can track the centroid of
an object. Based on the assumption of stationary
background, Wren et al, proposed a real-time blob tracking
algorithm [26]. For more robust analysis of an object,
shape-based object tracking algorithms have been
developed, which utilize a priori shape information of an
object-ofinterest, and project a trained shape onto the
‘closest shape in a certain frame. This type of methods
includes active contour model {ACM), active shape
maodel (ASM), and the Condensation algorithm {10].
Although the existing shape-based tracking algorithms
can commonly deal with partial occlusion, they exhibit
two major problems in the practical applications, such as:
a priori training of the shape of a target object and iterative
modeling procedure for convergence. Selected object
tracking algorithms of significant interests are summarized

inTable 1.

TABLE 1

Properties of various object tracking algorithms

Algorit | Tracking | Occlusion Specific Task
hm entity Handling
W4 [25] | Silhouettes | Appearance Surveillance  of

of people modet people
Amer Shape, Non-linear Surveillance,
[26] Size, voting retrieval

Motion
Wren Human Multi-class Tracking Human
[27] body model | Statistical

‘ model
Isard Shape State  Space .| Tracking objects
[10} space Sampling in the
shape space

Yilmaz | Contour Shape prior Tracking level
[28} sels
Rodrigu | Human Unstructured § Tracking Human
ez [20] | body model | crowd
Kratz Motion Motion Tracking Human
[14] pattern prior

Object Tracking

The process of object tracking is summarized in
the Figure 1:

Foreground or

Segmentation b background
extraction
b Tracking
Useful feature

Figure 1 : Tracking of Objects

The basic steps in object tracking are:

1. Segmentation
2. Foreground or background extraction
3. Camera modeling

4. Feature extraction and tracking

Segmentation is the process of identifying components
of the image. Segmentation involves operations such as
boundary detection, connected component labeling and
thresholding. Boundary detection finds out edges in the
image, any differential operator can be used for boundary
detection. Thresholding is the process of reducing the
grej' levels in the image. Foreground extraction is the
process of separating the foreground and background of
the image. This process is used for subtraction of images
in order to find objects that are moving and those that are
not. Another method that can be used in object tracking
is Background learning [ 1]. This approach can be used if
fixed cameras are used for video capturing. In this method,

an initial training step is carried out before deploying the
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system. In the training, the system constantly records
r;he background in order to learn it. Once the training is
completed the system has complete information about
the background. Once the background is known,
extracting the foreground is a simple image subtraction
[12]. The next step is to extract useful features from the

sequence of frames.

The goal of the object tracking is to estimate location and
motion parameters of an object in a image sequences.
The objective function of tracking depends on distance,
similarity or classification measure. The tracking results
'are often obtained by minimizing or maximizing an

objective function.

The size of the cuboids shown in Figure 2 remains same
and selected manually due to loss of pixels limit the
accuracy of the tracking. The video are divided into
spatio-temporal sub-volumes or cuboids defined by a
regular grid and compute the local spatio-temnporal motion
pattern within each{¢}. Hidden Markov Model [19] is
trained on the local spatio-temporal motion patterns at
each spatial location. The spatial location of the training
‘video represents the spatially and temporally varying
crowd motion [2]. Using the HMM and previously
observed frames of a separate tracking video of the same
‘scene, the local spatio-temporal motion pattern that
describes a target moves through the video is predicted.
The predictéd 1oca;1 spatio-temporal motion pattern is used
to hypoth'esize a set of priors on the motion and

appearance variation of individuals that wish to track[17].
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Figure 2 ;: Cuboids

Tracking Video
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Figure 3 : Pattern Prediction

We divide the video into spatio-temporal sub-volumes,
or cuboids. Figure 2 (a) The local spatio-temporal motion
pattern within each cuboid is computed. Then train a
hidden Markov model Figure 2 (b) on the local spatio-
temporal motion patterns at each spatial location. Using
the HMM and previously observed frames of a separate
tracking video of the same scene, we predict the local
spatio-temporal motion pattern that describes how a target
moves through the video is shown in Figure 3. The
predicted local spatio-temporal motion pattern is used to
hypothesize a set of priors on the motion and appearance

variation of individuals that we wish to track {16}.
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I1. RELATED WORKS

Since the literature on tracking is extensive, the work that

model motion in cluttered or crowded scenes is reviewed.

Isard et al. [10] developed the condensation based
algorithm to track the visual clutter it represents the multi
mbdal distribution. The aigorithm uses stochastic
framework and track the outline and features of the object.
'The approach aims at using the probabilistic model of
object shape and motion to analyze the video streams.

_The algorithm is used for both rigid and non-rigid'motion.

Black et al. [7] proposed a bayesian framework for
representing and recognizing local image motion in terrms
of twe basic models like translational motion and motion
boundaries. The method move towards a richer
description of image motion using a vocabulary motion
primitive. A step in that direction is described with the
introduction of an explicit non-linear model of motion
boundaries and a Bayesian framework for representing a
posterior probability distribution over models and model
parameters. A maximum estimate of image motion is
"calculated using the probability distribution over the
pﬁrameter of discrete samples. The image fnotion
facilitates the correct Bayesian propagation of information
over time and its ambiguities make the distribution non-

Gaussian. The open issue is that sampling methods has

high dimensional space.

Betke et al [5] Proposed statistical data association
techniques for visual tracking of enormously large mumbers
of objects. This approach combines the techniques of
multi target track initiation, recursive Bayesian tracking,

clutter modeling, event analysis, and multiple hypotheses.

Okabe et al proposed a method which tracks features and
associate similar frajectories to detect individual moving
entities within crowded scenes. They assume that the
subjects move in distinct directions, and thus disregard
possible local motion inconsistencies between different

body parts.

Wright et al. {23] proposed a method for analysis of
motion patterns. The system uses static and quasi-static
backgrounds. This background model produces a crude
initial segmentation that is postprocessed by code specific
to find and recognizing humans. Ali and Shah and
Rodriguez et al. model the motion of individuals across
the frame in order to track pedestrians in crowds captured

at a distance.

Pless et al [22]. Learn a single motion distribution at each
frame location from videos of automobile traffic. These
approaches impose a fixed number of possible motions at
each spatial location in the frame. In extremely crowded
scenes, however, pedestrians in the same area of the scene
may move in any number of different directions. We
encode many possible motions in the HMM, and derive a
full distribution of the motion at each spatio-temporal
location in the video, In addition, natural body movements
appear subtle when captured at a distance but create large
appearance changes in near-view scenes, which we

explicitly model.-

Nestares and Fleet [18] also use neighboring motion’

patterns to improve fracking. They increase the continuity
of the motion boundary tracking from Black and Fleet by
including multiple image neighborhoods. In our work,

however, we use a dynamic temporal model of sequential

323




Karpagam Jcs Vol. 7 Issue 6 Sep - Oct. 2013

‘motion patterns rather than assuming continuity across
spatial locations.

'III. PROPOSED SCHEME

The methods used for tracking are mostly object-centric
based on the modeling of motion and appearance of the
target individual. The size of the cuboids remains same
and selected manually due to loss of pixels limit the
accuraéy of the tracking. The video are divided into
spatio-temporal sub-volumes or cuboids defined by a
regular grid and compute the local spatio-temporal tﬁotion
pattern within each. Hidden Markov Model [19,24] is
trained on the local spatio-temporal motion patterns at
each spatial location, The spatial location of the training
video represents the spatially and temporally varying
crowd motion. Using the HMM and previously observed
‘frames of a separate tracking video of the same scene, the
local spatio-temporal motion pattern that describes a
target moves through the video is predicted. The predicted
local spatio-temporal motion pattern is used to
hypothesize a set of priors on the m(.)tion and appearance
variation of individuals that wish to track{9,11]. The
proposed method tracks individual pedestrians in videos
of extremely crowded scenes by leveraging a model of
the spatially and temporally varying structure in the crowd
motion. The training video is to divide cuboids. The
motion pattern of the each cuboid is observed. The
“previous frame is used to predict the spatio-temporal
motion pattern for next M frames. M indicates number of
frames in the cuboid. For each pixel ‘i* in cuboid Spatio-

temporal gradient v; is calculated using Equation (O

. r 8l a1an"
t= [Ii,x) Ii,yr Ii,t_‘] = [ ] 5 (1)

ax dyat

The hidden state can be obtained from the HMM [23].

n 1 N :
Hy = EZVIEJ
i

noq
Zr =— (VL —@VE -4, (@)

M
where v; is the 3D gradient at pixel iand 7 represents

spatio-temporal gradient [20].

The hidden states of the HMMs encode the multiple
possible motions that can occur at each spatial location.
The transition possibilities of the HMMs encode the time-
varying dynamics of the crowd motion [13]. Training a
collection of HMMs, the spatially and temporally varying
motions of pedestrians that comprise the entire crowd
motion is encoded. The KL divergence [15] decides the
number of hidden states and the clustering of each cuboid.
The KL-divergence based densities emit the mean and
covariance matrix of 3D Gaussians, retaining the rich
motion information stored in the space-time gradients [3,
21]. The enhanced K-means algorithm are been used to
classify the cuboids based on the distance measure KL.
KL divergence distance is used to determine the distance‘
between sub volumes and the centroids. The classifiers
that can be used are k-means Ensemble, SVM, and
Bayesian [4]. The classification is done using the distance
measure. Enhanced K-means algorithm is used for the

classification in our model.
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The accuracy of the algorithm depends on the number of
hidden states in each HMM. The number of hidden states
can be varied depending on the distance measure. The
number of hidden state increases with decrease in
distance measure. The distance measure used in the
method is 2 and 0.5. For the distance 0.5 the number of
_hidden states gets increased which helps in tracking more
number of motion pattern. Increase in motion pattern helps
in improving the tracking accuracy, since in video there

can be any number patterns,

The probability n of an observed motion pattern gf!
delined by 7 and E given ahidden state s is represented

in the Equation (3).

~N{0.1), 3)

d ol P,
S e

where p, is the expected motion pattern, o 1s the standard
deviation and dg, () is the Kullback-Leibler (KL)
divergence [15]. The observed motion patterns OF ...
o}, in the tracking video is given, the predictive

distribution is expressed in Equation (4).

DO IO 105 .. 022) = ) pOFI) 0(S), (4

5ES

S is the set of hidden states, (s) is defined by

w = Neesp(s1S)A (S), (5)

After tracking in frame t, each pixel i in the motion template

is updated by

Ty = @& VRppxaz, 00+ (1— )Tyt (6)

where T, ; is the motion template at time £, VRyx, 2, ,1.; 1
the region of spatio-temporal gradient defined by the

tracking result.

The predicted local spatio-temporal motion pattern can
be used to track the individuals in the bayseian framework
{8, 20]. The predicted motion can be used as the priori for
tracking. The tracking video is compared with the training
video for tracking the objects. To accurately represents
the motion within the video, quantization is avoided by
training novei HMMs. Tracking are mostly object-centric
based on the modeling of the motion and appearance of
the target individual. The pedestrian’s motion changes
gradually, this error measurement during tracking

can be calculated using the Equation (7)

Ef = qarccos(t;. t,) (1 - )EF, )

IV. RESuLT

The video with unstructured crowed are taken. For each
cuboid the motion patterns are observed. The video to be
tracked is learned and the priors are learned. Hidden
Markov models are trained on the video. The KL
Divergence distance used is 0.5 and 2. The number of
hidden states increases with decrease in the distance this
effect is shown in Figure 4. The graph given below shows
the variation in the hidden states. The number of states
geté stahilized for the distance above 3. So, the distance
used hereis 0.5, 1, 1.5 and 2. The collection of HMMs is
trained on a video of each scene, and uses it to track
pedestrians in videos of the same scene recorded at a
different time. The training videos for each scene have

different frames. The size of cuboids is used to represent
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the local spatio temporal motion pattern. The accuracy of
our predictions depends heavily on the number of hidden
states in each HMM. The clustering algorithm uses a
distance threshold dKL to vary the number of hidden
states depending on the local motion patterns in the
\;'ideo. Large variations in flow may result in an excessive

number of hidden states.
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Figure 4 : Effects of distance threshold

V. CONCLUSION

A probabilistic method that exploits the inherent spatially
and temporally varying structured pattern of a crowd’s
motion to track individuals in extremely crowded scenes
are derived. The input video is divided into equal size
cuboids form which Hidden Markovian Model training
can be done. Using a collection of Hidden Markovian
Model that encode the spatial and temporal variations of
local spatio-temporal motion patterns, the proposed
method successfully predicts the motion patterns within
‘the video. The predicted video is used to track the object
present in the tracking video. The results show that
leveraging the steady-state motion of the crowd provides

superior tracking results in extremely crowded areas.

Further, the algorithm can be extended for the automatic
detection of cuboids size. The cuboids sizes may be
determined by a semi-supervised approach that
approximates the perspective projection of the sceme.
Varying cuboid size can also be used. Space-time model
may be further leveraged to provide robustness severe

occlusions.
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