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Slow Motion Replaiz In Sports

Mrs.C.A.Dhawale!, Dr.Sanjeev Jain?

ABSTRACT

In the new era of technical advarnitement, the slow-motion
replays highlight important and excititig events in sports
videos. Previous works for slow-motion replay detection,
however, are usually limited to only some specific
production rules such as frame repetition, special video
effects and trarisitic;riéf: In this paper, we present a genen'é
method for detecting slow-motion replays in sports video
based on the difference of motions between slow motion
‘replays and normal shots within the same shot class.
Experiments on different types of sports videos have

verified our approach and achieve reasonable results.

‘Keywords: Event Detection, Video summarization,
Gaussian Mixture Model, Colour Histogram, Support
Vector Machine.

1. INTRODUCTION

Slow-motion replays provide quite important information

in sports video, since they are usually related to highlights

or k_éjr events. In the literamré, many works have utilized

this iﬁfprma.tion for event detection [1], video
' smni_i;l;a:r'i_'z_atio_n [g 3], structure analysis {4] and highlight

generation [5].-
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1.1. Related Work

Only a few papers have describes the problem of
automnatic detection of slow-motion replays in video. In
[4], slow motion replay segments were detected
according to human specified digital video effects.
Sirnil&riy, logo pattefns were detected in [6] to determine
slow-motion replays. Obviously, these techniques are not
general enough to detect all types of slow-motion replays
in different sports ﬁdeo, especially when the production

behaviour is not specifically modeled.

Another widely used technique is based on the
observation that many slow-motion replays are produced
by repeating frames recorded from standard cameras [7,

8, 5, 2. As a result, the image difference between pairs

of adjacent frames within slow-motion replay segments

frequently alters between zero and non-zero differences.
Subsequently, this fluctuation is the main feature used

to detect slow motion replays in these works.

In practice, there is however another common method
for generatfn'g slow-motion replays. In this technique,
video is recorded by high-speed super motion cameras,
and the frames are played out at the normal speed to
produce slow motion, In such cases, there is no fluctuation
in the differences between adjacent frames that could be
used for detecting slow-motion replay segments, so
previous techniques cannot work on these videos.
Actually, up to our knowledge , we have found that in
most popular sports events, such as World Cup (soccer),

Union European Football Association Cup and
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Champions League (soccer), English Premier League
(soccer) and NBA (basketball), slow-motion replays are

generated with high-speed super motion cameras.
1.2. Our Motivation

‘We motivate this problem by first observing that humans
can-distinguish slow-motion replays from normal shots
easily. Based on user -étudies, this detection is tyﬁicaily
done by noticing the difference in human motilc;n or ball
‘motion between slow-motion replays and normnal shots.
While currently it is very difficult to extract human bodies
ﬁr balls robustly from sports videos, this observation does
give us some hints: for-detecting slow-motion replays
directly by comparing the motions in shots. A challenge
is that the magnitude of motion varies among different
types of shots. For example, in soccer video, global view
shots usually have relatively much smaller motions than
qlose-up shots, which are usually used to track motions
of individual key players. It is possible that the motion
of a normal global view shot may be smaller than a slow-
motion replay of a close-up shot. One should first classify
:thf: shots, and then compare the motions in shots within
the same category. Intuitively, slow-motion replay shots
should haﬁe Iess motion than normal ones for the same

shot type.

‘ In our system, shot classification and motion comparison
are performed in one pass. Features for differentiating
shots such as grass ratio [9, 1] and features which are
used to describe motion characteristics such as the mean
block motion vector (which may also help shot
classification) are put together into a SVM (support
" vector machine) based classifier to directly detect slow-
motion replays. This procedure significantly reduces
error in shot classification that would degrade slow-
motion replay detection. Since shot segmentation is not

the main contribution of this paper and has been the focus

of much previons work [10], we assume it has been done

by a preprocessing stage in this paper.

2. FEATURE EXTRACTION
2.1. Color Ratios

Color ratios such as grass ratios [9] and playground color

ratios [1] have been widely used for shot classification.

However, this feature ig generic enough for general use

only if: .

1) The color extraction method works for different types
of sports;

2} The color model can be learnt automatically; and

3) It is capable of handling multi-colored patterns such

as striped uniforms and playing fields.

Previously, we proposed an algorithm to estimate the
dominant color (which is usually the playground cofor in
sports video) with Gaussian Mixture Models
automatically in general sports videos. The model is
capable of dealing with multi-colored patterns and the
extracted color model is further refined based on domain
constraints of sports videos. In addition, player uniform
colors could be extracted automatically as well by

predicting the body region with face detection. Some of

" the results are shown in Section 4.1. We refer the readérs
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to [11] for the technical details. This approach provides
several important cues for shot classification, and in this
paper, those features are related to the extracted color

model:

Playground Color Ratio: The ratio between the number

of playground pixels and the number of pixels ina frame;

Player Umform ACnlor Ratio: The ratio between the -
number of galayer uniform A pixeis and the number of

pixels in a frame;
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Player Uniform B Color Ratio: The ratio between the
number of player uniform B pixels and the number of
pixelsina fra£ne;

Note that as features of a shat, all three of these ratios
are the mean values of their corresponding color ratios

_for all the frames in the shot.

2.2. Motion Related Features

L.
Motion related features are also employed in our method.

The frame difference is defined as

Dy = Z (i)~ Lo

all pails

(1.1)

where [j(x; v} is the color of pixel (x; y) in frame j. The
mean Df of all the consecutive frames in a shot is taken
as the first motion related feature of a shot. Obviously,
slow motion replays usually consist of small frame
differences due to their relatively slight scene changes.
In our system, all the frames are subsampled by 4 times
in both row and column to reduce the calculation as well

as to smooth the noise in the video signal.

The second motion related feature is the mean motion
compensated block based frame difference Dt of all
the consecutive frames in a shot, The frame is divided
into blocks (in our system, the size of each block is 4 £

4.

D,

Z mu} Z

iGN gl
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(1.2)

where ( is the set bf all blocks, Bk is a block, and (u; )
is within a search range of motion vector (similar to
MPEG encodingj. This feature is robust to camera and
object motions, and it is different from the previous
feature, especially for different shot types. For e >mple,

while global view shots usually have a small Df and .

smaller Dm, the Df for an in-field medium-range shot or
a close-up shot could be very large while corresponding
Dm could be very small. In the previous calculation, (u,
v) corresponding to the minimum block difference is the

motion vector of the block.

M=Yp o

k, where (u,; v,} is the motion vector of B,. The mean M

Vi + v (1.3)

for all the frames in a shot is our third motion related
feature. This feature is a direct representation for
QGtecﬁng slow-motion replays.

2.3. Other Features

The mean LU,V colors of all the pixels in a shot compose
other three features. We work in the CIE LUV (CIE XYZ)
color space in this paper, since it is “perceptually
uniform”, meaning that two colors of equal cartesian
distance in the color siaace are also equally distant

perceptually.

The length (in frames) of a shot is the last feature.
Slowmotion replays usually reviews an entire event in
the sports game and are produced when the game is
paused Consequently they are not as long as some global
view shots which may last one minute, but should have
enough length to clearly demounstrate a whole activity.
The feature is quite helpful to the problem, since most
slow-motion replays are relatively long in-field medium
shots [2] about several players, while most normal

medium shots are very short.

Obviously, all these ten features are robust to different
methods for generating slow-motion teplays, and they
can be extracted from sports video data automatically.

Now each shot is represented as a vector of ten real
ra-atye o oand

" ~pplicable to SVM based training and

bl
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3. SurPoRT VECTOR MACHINE BASED CLASSIFICATION

50 slow-motion replays and 250 normal shots from 2
video clips are taken as our training data. We reduced
the samples for normal shéts to avoid over-fitting in
training. The implementation of our SVM classifier is

“based on the LIBSVM, which is a C++ library for SVM

classifiers 1. And we followed the procedures proposed"

in [12]. Each dimension of the feature vector space was
linearly normalized to the range. ['-1,'-_;: I] before a:,i)plying
SVM. |
‘The RBF (radial basis function) kernel was first
éonsidefed, since it is éapéble of producing non-linear
| classifiers without encountering numerical instabilities,
and lt has fewer parameters fo tune. (Iﬁ practice, we have
‘tried four basic kernels: RBF, linear, polynomial and
sigméid. RBF was slightly better than other three kernels
in our case.) There are two parameters while using RBF
| kernels: C and °. Cross-validation and grid-search [12]

were applied to find ihe optimal parameters.

4, EXPERIMENTS

Our_sy‘tem was tested on eight sport video clips., Two of
them weré used as training data for the SVM based
classiﬁcr. After training, it was tested on all the data sets
withought change. |
41 Eﬁtracting-Co[or Change

Figure 1 anci Figure 2 show the resulis of detecting play

ground color pixels and player uniform color pixels. As

-can be seen, our approach works well for both the single .

colored and fvifo-colored‘Egéygrounds and player
uniforms, as well as for different sports. The color models
" were successfully e.stimated and provide very robust

color ratio featu:eé':

=T
s

Fig. 1. Results for extracting the playground color. Top row:
original {rame: Bottom row: playground color pixels. From
left 1o right: results for World Cup video AL vesults for
English Premser League video B2, results for NBA video
bl.

Fig, 2. Results for extracting player uniforms using the re-
covered color models. Top row: vrigmal frame: Botlom
row: plaver upiform color pixels. From left o nght: re-
stlts for World Cup video A2, results for England Premisr
League video B2, results for NBA video DI

4.2 Slow-Motion Replay Detection

Table I shows the results for slow-motion replay
detection(WC-World Cup, PI- the English Premier
League, UEFA- Union European Football Association-
Champions League, data sets marked with the asterisk

are training data). Note thai it is very important to show

- the results for the normal shots, since a good slow motion

replay detector should not only find the replays, but also
not take too many novinal shots as slow-motion replays.

Although the results are not so perfect, they are still-
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comparable with other works[2], and it should be noted. .,

» that they were achieved using a generic algorithm, and made
"no use of any special patterns of producing slow-motion
replays, such as frame repetition and logo transitions.
While the results for the two NBA videos are acceptable, it
suggests that it is better to have separate training for different
types of sports videos, since they usually have very different
shot characteristics and production rules. For emle, tﬁzre
are many more siow-motion replays in basketball sports

video, since there is much more scoring.

8. Discussion

‘This paper presents a very important problem: how to
generically detect slow-motion replays in sports videos,
especially for different production methods and sports
types. While a solution is presented as well, the results
are far from perfect.

It seems that better features are:needed to solve this
problem. Color is a very important cue, but it is unstable
since it changes a lot with different cameras (sensors)
and lightings. -

It is also difficult to accurately extract colors from
cluttered backgrounds, e.g., some billboard
adverﬁse_menté and audiences may have colors very
similar to player uniforms and are visually connecied to
fhe players. In this case, they would greatly affect the

player uniform color ratios.

Seqene

WCAIE | WCAZ | PLBI | PLBY
Normalshiots cosreitly detesed N EERE R
Yol shols fakely dekeetd 4 f 2 §
Shv-mation replays comelly deecled {2 1% i i
Show-molian seplays falsely datected | 4 § $ j

Seqience UEFACT | UFFACY | NBADL | N8AD?
Nemdsescomedydwded | 22 [ W ] W [ W
Noralshole alsely deeted 13 12 i
So-metion replays comeelly detectad | 2 BB ]l
Skrs-motion sepleys falselydoreied | 7 7 § ]

"Table 1. Resuls forcur sk metion replay dotetion aigarshn.

Frame difference and motion are highly dependént on
the camera motion and the state of the sports game, thus
they are not ideal features. Global view shots for a fast-
paced offense may have a very large frame difference
and motion, while other global view shots for. sorme

passing in the midfield may be nearly still. A possible

. éxgeﬂéioﬁ of our work would be incorporating human
FETN BT
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body detection and tracking. Humans have inherently
nearly constant frequency for walking, running, and other

human behaviors.

This “physical clock” helps us to tell which motions are
slower than “normal” speed, and is a very useful and
robust cue for distinguishing slow-motion shots from
slowly moving players due to camera positions and

orientations.

6. CONCLUSIONS

A generic method for detecting slow-motion replays in
sports video is presented in this paper. This method works
for different types of sports video, without any prior
knowledge of special production rules such as frame
repetition or logo transitions. It based on the observation
that human can tell some shots are slower in the same
shot type acc’ordiﬁg to motion, and it perfofms shot
cla:ésiﬁcation and slow-motion replay detection in one
pass. Experimental results on various sports videos have
validated our approach and further extensions are

proposed to elevate performance.
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