
ABSTRACT

As the big data are growing in biomedical and 

healthcare communities, so are precise analyses of 

medical data aids, premature disease identification, 

patient care as well as community services. On the other 

hand, the accuracy of disease-analysis will be affected, 

if the medical data quality is imperfect. As a result, the 

choice of features from the dataset turns out to be an 

extremely significant task. Feature selection has 

exposed its efficiency in numerous applications by 

means of constructing modest and more comprehensive 

models, enlightening learning performance and 

preparing clean and clear data. Random forest tree is 

one of methods used to select the feature in big data. 

This technique has certain drawbacks compared to 

other relative algorithms. This Random Forest tree has 

been used in disease risk prediction toward malaria and 

it shows the lack of real-time prediction. In other word., 

it gives good results, but due to congestion with small 

trees, some sample are not showing the same improved 

accuracy. To overcome this unreal - time prediction and 

lack of accuracy, the Weighted Ensemble based Neural 

Network for Multimodal Risk Disease Prediction has 

been introduced and shown to be more effective on 

large dataset without having any lack of accuracy. This 

research attempts to find ways to predict and have fast 

and accurate result. The environment used to classify 

further big data-storage further is matlab and Hadoop 

ecosystem. 

Keywords: Big Data, Hadoop, Random forest, Neural 

Network

I. 

Every living creature needs to be in good health and 

free from illness or injury. Scientists, dealing with 

computers, data and those from other fields try 

everything they can to help people with prevention, 

diagnosis, and treatment of diseases they are prone to. 

The role of computer scientists is to provide an easy 

way of visualizing, analyzing and predicting the data 

using different techniques which give different results. 

Some of these techniques are classification and 

clustering of the data according to their categories. To 

achieve the task of analysis and prediction with high 

accuracy, it requires high techniques which can 

produce the best results with minimum resources. Not 

long ago, different technologies have been created and 

they are still being created, for the same purpose. Data 

that form bigdata, are so complex that the traditional 

data processing soft wares are not sufficient and 

capable of dealing with them. Healthcare is one of the 

big data services, where real-time health monitors have 

gathered, shared and utilized data for personalized 

healthcare [1-2]. Use of mobile devices provide the 

data availability and advancement in analytical 
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methods and technologies, leading to the use of 

mHealth [3-5]. Electronic Health Records, and 

Electronic Medical Records capture patient's data and 

stored them in clinic databases and on local level 

databases. Furthermore, some systems use internet of 

things to automate data generation and storage. The 

contribution of this research paper is to provide a new 

type of understanding how random forest tree 

algorithm works and how it is incapable of giving real-

time prediction accuracy. It also talks about the use of 

weighted ensemble-based neural network for 

multimodal risk disease prediction as solution. 

Random forest tree is good to deal with large problem 

including nonlinear. The paper has been arranged as 

follows: section 2 represents related works. Section 3 

discusses important of Random Forest Tree algorithm 

and its inadequacy. Section 4. demonstrates the 

advantages of weighted ensemble neural network-

based multimodal disease risk prediction. Comparative 

study and result is described in section 5 and, finally 

section 6 gives the conclusion and future work of the 

paper.

2. Related works  

Many studies have been conducted to analyze 

healthcare data in order to provide the right medication, 

based on better prediction.Data generation sources in 

healthcare domain are increased,and it requires 

advanced big data tools and techniques to process such 

huge volume of data. It is observed thatvarious 

improvements have been made in the day-to-day 

clinical system. This advancement is used to develop 

knowledgefrom huge clinical records and improve 

business insights. Recently, many research works have 

been done to reduce the overallcost and improve the 

disease diagnosis in healthcare [6-9]. Moreover, the 

impact of big data and cloud computing hasbeen 

noticeable [10-14]. In addition, there is a need to 

provide security and privacy in healthcare big data 

analytics.Bates et al. have developed six use cases to 

reduce the overall cost of healthcare [15]. These use 

cases are applied to thefollowing domains to reduce the 

cost for patients, health record management, triage, 

readmissions, disease diagnosis, drugrecommendation 

and healing optimization. Hermon and Williams have 

identi?ed four uses cases of big data in healthcareit 

includes patient administration and healthcare delivery, 

medical decision support system, medical support 

services andcustomer behavior [16]. Moreover, 

numerous big data analytical solutions are developed to 

reduce the cost  of  t reatment  path,  drug 

recommendation and healthcare delivery. In [17-18], 

Gakwaya Nkundimana Joel and S.Manju Priya 

reviewed big data in healthcare where they have 

demonstrated the big data to be analaysed, and 

provided the relavent features during data analyasis and 

prediction. 

3. The Importance of Random Forest Algorithm 

and its inadequacy

Random forest Tree works as a large collection of de-

correlated decision trees. Forest means that we use a lot 

of decision trees. It uses huge trees to create forest for 

classification. It is based on bagging e.g., an average 

noisy and unbiased model in order to create a model 

with lower variance. Training samples are used to 

classify the different subsamples. 

S is a training sample to create classification, where 

207

Disease Risk Prediction Using Weighted Ensemble Neural Network in Healthcare for Data Analytics



fA1 is first feature and fBN is feature of nth sample. As 

mentioned above, random forest is made of combined 

decision trees. Trees are grouped into subsets. Various 

subsets form decision trees where S1 form SM and 

other subset like S2 create another SM1, it keeps 

growing until a real forest is created.

The major work, is done under class prediction, where 

each class is passing voting stage under subclass to 

check a high voted class.  in the figure below class 1 

shows that it is highly voted to be the most predicted. 

 

Figure 1: Class Prediction

Phase 1 deals with loading whole dataset into matlab, 

phase 2 describes the splitting of data into classes, 

finally phase 3 deals with accuracy of classifier 

estimated

Random forest algorithm is weak to provide the exact 

prediction in real-time. As above class prediction 

shows, it repeats each phases until it gives the same 

accuracy, due to the congestion with huge trees. 

Random forest has some limitations. For example, a 

large number of trees can cause the algorithm to slow 

down and gives some uncertainty results during online 

prediction. Whereas on the other hand, they are quick to 

train, but slow to produce prediction once they are 

trained. 

4.  Weighted Ensemble Neural Network

Ensemble-centered diverse collection of individual 

model into single unit to help the predictive accuracy. 

Combining ensemble with Neural Network helps to 

deal with large number of decisions which are pending. 

This method, reduces the time to predict because it 

works on top of Hadoop framework. The below 

algorithm shows how Hadoop is utilized to solve big 

data problem with help of MapReduce.
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5. Comparative study and Results 

The purpose of this section is to examine the 

performance of two algorithms namely random forest 

and weighted ensemble neural network. Both algorithm 

deals with large dataset, and features are selected with 

help of improved ant colony features selection 

methods. The below tables summarize the work of each 

algorithm:

The performance assessment which is being measured 

in term of precision, accuracy and error-rate, is 

calculated in the formula given below:

Accuracy =  (TP+TN)/(TP+FP+TN+FN) 

Precision= (TP)/(TP+FP)

F1-measure= (2*Precision* Recall)/ (Precision+ 

Recall)

here the F1-Measure is known as the weighted 

harmonic mean of the precision

True Positive, True Negative, False Positive, False 

Negative are represented as TP, TN, FP, and FN 

respectively 

Figure-2- measure of precision and error-rate

Figure-3. Measure of accuracy

Table 1. Summary of random forest and weighted 

ensemble neural network algorithm
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Algorithm/  
Parameters

 

RFT WENN

Precision

 

94.5 97.05

Accuracy 6.4 7.30

Error-rate 83.2 92.70

F1-
measure

91.7 95.8

Objective

 
Random Forest Weighted 

Ensemble Neural 
Network

Main 

objective

 

Processing/analy

zing large dataset

Processing/analyzi

ng most all 
ingested dataset

Size of 

data

Large data Large data

Latency High (minute/

hour)

Low(millisecond

/few minutes)
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6. Conclusion

This research paper describes a novel approach for 

ensemble neural network for a high performance in the 

predictive task. It also describes the pitfalls of random 

forest tree algorithm, when the data are congested. Both 

algorithms are good towards a large number of data. 

When it comes to real-time process and analysis, 

weighted ensemble neural network   shows high 

performance. Both algorithms are used along with ant 

colony feature selection algorithm in order to enhance 

the selection of useful parameter during prediction and 

analysis. Based on the accuracy and precision of the 

result, it has been proved that weighted ensemble 

neural network is useful and reliable. Future work is to 

implement these algorithms in different fields to 

improved their performance. 
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