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Abstract

Cancer is one of the significant biological diseases in the
real world and the foremost cause of death worldwide.
Uncontrolled growth of cells in a human body causes cancer.
Especially breast cancer is the most common cancer in
women. Identifies a specific cancer is a crucial task in the
overgrowth of biological information. Most of the
researchers challenged to diagnose, but no one can
unerringly prevent this dangerous disease. Generally, the
machine learning technique, genetic methods used to
diagnosis the diseases. In existing, the hierarchical clustering
used to diagnosis a breast cancer which is suitable for the
considerable volume of data set but challenging to identify
the mutant data, hard to achieve accuracy, specificity,

Sensitivity, and f-measures.

Meanwhile, the genetic algorithm is also well apt to
identify this disease, and only the issue is that it has enhanced
the optimal local search; it lost the global optima search. To
enhance both search to get optimum results. It introduced a
novel Adaptive Fuzzy method with an Enhanced Genetic
Algorithm (AFEGA) to diagnose breast cancer in DNA
sequence data set. Cuckoo search enhances the global
search, and genetic algorithm enhances the local search to
import cuckoo concept to genetic. Data granule was done by
adaptive fuzzy. These AFEGA achieve an accurate breast
cancer detection rate, improves the specificity, Sensitivity,

and f-measures.
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I. INTRODUCTION

Cancer is one of the topmost causes of disease in the
world [1]. Uncontrolled growth of cells in a body makes a
mutation that is said to cancer. A GA is a searching algorithm
based on the procedure of natural genetics. It is based on an
iterative process that includes a constant-size population of
individuals. A finite string of symbols characterizes every
individual, and a probable solution is encoded in a specified
problem space. This space is termed a search space that
includes all the probable solutions to resolve the specified
problem. GA is applied to spaces that are huge to be

comprehensively searched.

GA is a local search approach used for identifying the
suitable solution to the specified issue and search
optimization. GA is a specific evolutionary class that
employs evolutionary biology mutation, crossover,
inheritance, and selection methods. It is constructed as a
computer simulation in which several abstract
characterizations of candidate solutions are developed for
better solutions. In every generation, the fitness of the entire
population assessed by individuals is chosen from the current
population and customized to produce a new population. It is
a necessity to improve the global search for the optimum

solution.

The CS algorithm is one of the essential optimization
algorithms to deal with the optimization problem [2] to
enhance the global search optima. The cuckoo bird lays their
eggs in the nest of the host bird. To overcome the GA's
problem, the GA with CS is proposed to cluster the DNA
data. Crossover, fitness in genetic value will be calculated by

cuckoo's eggs. To identify the overlap eggs in the nest using
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soft computing techniques such as adaptive fuzzy.

To make more effective and better performance, the FL
has to be adaptive. The adaptive fuzzy [3] minimizes the
objective function and gives the optimum cluster. [4]
described the adaptive fuzzy that is a fuzzy controller applied
with a training method which adjusts the parameters of fuzzy
system with respect to numerical input-output data. It is
mainly used for the nonlinear structure. It continuously

produces the rules for fuzzy techniques.

II. LITERATURE SURVEY

The medical field's main issue is disease diagnosis;
disease prediction is difficult for the huge volume of data.
This feature selection using genetic methods combines three
various classifiers such as ANN (Artificial Neural Network,
PS-classifiers, GA based classifiers used to detect the breast
cancer disease using Wisconsin Breast Cancer (WBC) data
set. However, the problem of this work is if it increases the
Sensitivity, the specificity was decreased and vice versa [5].
This article highlighted the main issues of cancer diagnosis
and drug diagnosis, which is used to classify cancer using a
hybrid meta-heuristic algorithm (GALA). It reduces the
complexity, but it is not suitable for all the data set. It is
suitable only for the selective data set and also lack

sensitivity identification in cancer diagnosis [6].

Distribution-based Fuzzy Estimate Spectral Clustering
(DFESC) technique used to diagnosis cancer for DNA
sequence dataset. Based on the membership value it
identifies the overlapping among the centroid data set, which
improves the accuracy of detection and reduce the time
complexity and the lacking in feature selection for more
accuracy [7]. Improved Cuckoo Search Algorithm (ICSA)
also used to diagnosis the cancer disease with DNA sequence

data set which is taken from UCI repository [8,9].
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The breast cancer diagnosis is based on classifiers Support
Vector Machine (SVM) and Particular Swarm Optimization
(PSO) techniques. It referred the dataset as Wisconsin Breast
Cancer Dataset (WBCD) for detects the breast cancer in
accurate manner. [t was suitable only for tiny volume of data.
It takes much time and space for huge volume of data set. The
main drawback of PSO how low convergence, easily
descend into local optimum value for high dimensional data
set. To overcome these issues by proposed techniques, which
is used distributed cluster for handling huge volume of data
set. Meanwhile, the GA and CS combined with adopting the
local and global minima and maintaining the convergence

rate for each iteration [10,11].

II1. ADAPTIVE FUZZY WITH ENHANCED
GENETIC ALGORITHM
A cell is the central core of all living organisms. The cell
contains a chromosome, which contains DNA. It translates to
RNA, which transcript to the DNA sequence. The
overgrowth of cells in the human body causes cancer. Cell
mutated in the breast called breast cancer. Types of cancer
depend upon the parts of the body where the growth is

uncontrolled.

The base pair of DNAs is A, G, T, and C. One pair was
mutated to some other pair. The DNA sequences as input
which is getting from the DNA data set for breast cancer
analysis. The abnormal DNA sequences from the DNA data
set are considered as cancerous DNA sequences (cancer
data), i.e., static data, and the standard DNA sequences from

the DNA data set are considered as active data.

During this cancer diagnosis, the active or inactive
similar data are clustered from the large volume of DNA data
set with the performance of distributed clustering. Hence the
heuristic optimization as AFEGC is introduced in a
distributed computing environment to cluster large numbers

of DNA sequences for performing cancer detection. During
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the distributed clustering, the proposed AFEGC successfully

allocates the computing resources in an effective manner.

Besides, the diversity process of global minima is
accelerated by modifying the GA algorithm with a CS.
Additionally, the soft computing technique termed as AFL is
introduced for enhancing the clustering accuracy. This is
calculating the membership value of each DNA sequence and
identified the overlapping among the DNA sequence and
centroid. Then the AFEGC is implemented for performing
distributed clustering in the breast cancer disease diagnosis.

The figure illustrates the architecture of AFEGC.
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Figure .1 Architecture of AFEGA
DNA sequence locally granule into the separate cluster

using AFL. Then, the updated genetic algorithm was applied
for each granule to collect similar DNA sequences, which
makes breast cancer based on feature selection. Finally,
diagnosis the breast cancer with the combination of
distributed clustering, adaptive fuzzy logic, updated

genetics, and feature selection termed AFEGA.
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Begin
Make an opening population of n host nests
Apply adaptive fuzzy to granule
Assess its fitness F

if { EMBED Equation.DSMT4}

Replace { QUOTE{ QUOTE J}) by the new solution { QUOTE{ QUOTE l)}
end if
selection done with Cuckoo search
while (t<MG)
for every nest
Find a cuckoo type randomly (say, { EMBED Equation.DSMT4}
{ QUOTE{ QUOTE '}}

Check the type of the cuckoo based on feature
selection
if type = common cuckoo
two eggs with the help of crossover
operator and
choose best one
else if type = other cukcoo
two eggs using crossover with
uniform mutation
operator and choose the best one
clse
Create an egg with random solution
end if
Choose an egg with the
Nastiest solution in
Rank the eggs based on the solution
end for
end while

End

Figure 2 Pseudo code for AFEGA

IV. RESULTS AND DISCUSSION

The AFEGA is implemented by using MATLAB. It
utilizes DNA dataset as BRCA2. The main aim of this data is
to detect breast cancers and non-cancer. During the
experiment, the AFEGA is compared with the existing
methods like PSO with SVM. A mutation can change in

genetic sequence.

Original individual nucleotide sequence:
TGCCTAAGTATT
TGCCAAAAGTAT

TGCCAAAAGTAT
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Figure 3. Original sequence motif
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Mutated individual nucleotide sequence: A. Measurement of Specificity
TGCTTAAGTAGT The specificity measures the quality. The ratio of
AGCATAGTATAT corrected discovers negative sequence to how much positive
AGCCAAAAGTAT sequence.
2. Specificity=TN/TP+TN
Number of DNA sequences | Specificity (%)
= PSO - SVM AFEGA
500 54 66
- '|' 1000 58 71
Jaceckadaltllts » 2 5 & 1500 60 78
Sequence Position 2000 63 84
Figure 4. Cancerous sequence motif 2500 67 90
Normal DNA sequence: ATGC AGGCATCAATTC Table I Specificity for PSO-SVM and AFEGA
ATGCAGGCATCAATTC )
Comparison for PSO-SVM & AFEGA
ATGCAGGCATCAATTC 100
ATGCAGGCATCAATTC o9
% 60
i‘g 40
2 vy 20
0
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Number of Protein Sequences
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N eTweerrea2S 2222 Figure 7 Comparisons for PSO-SVM and AFEGA in
Sequence Position terms ofspeciﬁcity
Figure 5. DNA sequence motif

B. Measurement of Sensitivity

DNAmismatch: ~ ATGCAGGCATCAATTC The Sensitivity measures the quality. The ratio of
ATGCTCGGATCAATTC corrected discovers positive sequence to how much positive
ATGCAGGCATAAATTC sequence.

ATACAGTCATCAATTC Sensitivity =TP/FN+TP

Number of DNA sequences | Specificity (%)

PSO - SVM AFEGA
' 500 65 75
Q C Q 1000 71 79
° A CT

Bits

feccwmerocmfrifIeeEee 1500 73 33
2000 78 86
Figure 6. Mutated DNA sequence motif 2500 31 9

3 Table 2 Specificity for PSO-SVM and AFEGA
5
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Comparison for PSO-SVM & AFEGA
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Figure 8 Comparisons for PSO-SVM and
AFEGA in terms of Sensitivity

C. ResultAnalysis of F-measure
The F-measure is the quantity and quality of accuracy. F-
measure was calculated based on specificity and Sensitivity

F-measure= 2*(specificity *sensitivity) / (specificity +

sensitivity)
Number of DNA sequences F-measure (%)

PSO - SVM AFEGA
500 58.99 70.21
1000 63.84 74.79
1500 65.86 80.42
2000 69.70 84.99
2500 73.34 90.99

Table 3 F-measure for PSO-SVM and AFEGA

Comparison for PSO-SVM & AFEGA
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Figure 9 Comparisons for PSO-SVM and
AFEGA in terms of F-measure

V. CONCLUSION

An optimum solution, searches are done based on local
and global. However, GA enhances the local search. CS
enhances the global search. GA & CS interpreted to get
optimum results. The motive for GA usage to determine the
exploration space more efficiently than the other methods is
clarified, and it is confirmed why GA-related techniques
produce accuracy. The performance of clusters with GA,
CS, and AFCM is explained by the results, which show the
boosted performance of transformation. This helps to
enhance the local and global optimum values. AFEGA
determines the cancerous DNA sequences among a large
number of DNA sequences. The aim is to enhance the
accuracy of cancer detection, improves specificity and
Sensitivity. Specificity and Sensitivity are directly proposed
to F-measure. The proposed AFEGA shows a better
performance than existing methods in terms of accuracy,

specificity, Sensitivity, and f-measures.
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