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so that the correct sentence structure can be defined and
matching patterns can be found out. Also transcript
templates may affect aceuracy. So a common template is
expected. Lexicons that cover the required words need to
be present. The sizes of word storage files cause an
increase in loading time but decrease errors. Still steps
may be taken to avoid extra loading time and increased
response time. The design overview is shown in Figure

2, A brief explanation of each section is given.
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Figure 1 : Analysis of Medical Documents

Normalization

This step performs the initial preparation of text
document. The document is read line by line. From every
line each character is examined. ' is replaced by new
line. Remove "' other than delimiters. For example the
line is searched for patterns like ‘Mr.', 'Mrs.' etc and *." are
removed. Multiple spaces are grouped into single space.
Finally "' is replaced by new line. This step effectively

helps in correctly identifying sentence boundaries.

Sentence Marking

Document is split into several sentences based on
delimiter (new line) and stored in sentence objects. Each
sentence consists of several word objects. Words are
marked using spaces as delimiters. The success of this
step depends on how effectively all symbols other than

proper delimiters are removed in the previous step
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Figure 2: Parser Design Overview

Procedure noun_finding ()
Begin
Read input line;
Search a2 word in lexicon;
If found
Mark (noun) & Exit ( };
If word ends with‘s’ or ‘es’
Search a word in lexicon;
If found
Mark (noun, plural) & Exit ( );
If word ends with “ies’
Replace “ies’ by 'y’
Search a word in lexicon;
If found
Mark (noun, plural };
End;

Figure 3. Noun Finding Algorithm
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Section Formation

A list of candidate section headings is created by
examining each line of text and comparing the scanned
text against regular expressions similar to the stored
patterns. Each section heading may appear in several
forms. These are mapped to common terminology. For

example: Complaint: chief complaint, complaint

Allergy

allergy, allergies, allergy medication, atlergy 1o

medication

Physical exam
physical examination, physical exam, physical findings.

A section list is maintained, which stores the section
headings in the order they appear in the document along
with the offsets, with respect to the original note, of the
first and last sentence in the document. The module also

identifies a single section heading splif across two lines.

Patient Details Extraction

Due to the special structure of medical document, certain
sections formed will contain patient specific information
like name, age, temperature etc. Several separate parsers
are used to extract each type of information. Identify
section heading 'Name': the content will be patient name.
Then find sentences with words ‘pulse’ and find
following number to get pulse. Next find sentence
containing patterns like nn/nn and record as blood
pressure. Then find word temperature or locate pattemns
an0C or nn0 degree. The number will be patient
temperature. Finally remove all sentences which are

processed above.

Parts of Speech Tagger (POS)

POS tagger [9] aims at marking all the word classes like

noun, verb or prepositions, The tagger is divided into
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two main phases of operation - lexical analysis, and
confextual analysis. The lexicon contains all the possible
parts of speech, such as noun, verb, or adjective,
appropriate to each word contained therein. Each word
from the text document is first marked with all the parts
of speech listed for that particular word in the lexicon. If
a word does not appear in the lexicon, the tagger will
default to mark it as an unknown noun. The algorithm for

finding a noun is given Figure 3.

Similar steps are undertaken for verbs which appear in
forms like verb, verb + 31d person, verb + ing, verb in
past tense, irregular verbs. Verb in past tense form
produce an ambiguity since it is past participle. So the
word is marked as ambiguous. Each word object
contains a status word where each bit corresponds to
particular word class. Using several contextual rules, the
contextual analysis phase processes the text further to
ensure that the part-of-speech tags are disambiguated.
First rule is used for this - if precedes with have/has/had
mark it as participle. With this information, the tagger is
able to determine the final part-of-speech tag for each

word.

Phrase Proeessing

This processes the extracted phrases and transforms
complex phrases into simple canonical syntactic
structures of the medical sublanguage stored into the
knowledge base [10]. The main functions includes the
use rules to extract phrases from sentences, unknown
words are grouped to phrases (this may be a medical
term) and mark as unknown others. Noun phrases are
extracted using a finite set of rules, composed of
different sequences of part-of-speech tags [11]. The
limit for the longest recognizable noun phrase pattern

was set to seven words in length, with the shortest
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pattern being obviously a noun phrase of length one, the
single noun. The seven-word limit can lead to some
error, as the tagger is likely to misidentify noun phrases
longer than seven words as two completely separate
noun phrases, which themselves may or may not be valid
terms. The rules were applied to the tagged words from
the text, using a sliding "window" of seven words. As
the window slides over the words of the text, the noun
phrase patterns are applied to the window contents.
When encountered, the sentence delimiters will truncate
the window. Since some of the rules are subset of other
rules, the longest matching rule is used to determine the
"best" noun phrase. Once a noun phrase is located, the
window will slide to the next word following the phrase
and commence reading the conteﬁts of a new seven-word
window. Similar steps are undertaken for identifying

verb phrases and preposition phrases.

Standardization

Standardization is performed so that there is uniformity
through out in representing related terms. This helps in
reducing the number of required sentence forms to be
identified and aids in better understanding of the
sentence. There are three forms of standardizations.
Normalizing the phrase is used in canonical names
wherever possible, to make text syntactically uniform.
Which replace the modifiers by its root word through
lookup in the synonym table. The Decomposition
simplifies the complex phrases by replacing them by two
simple phrases (Exémple. "Suffering from severely
increasing cough and fever” to "suffering from severely
increasing cough" & "severely increasing fever").

Finally, flatten the document, changes a sentence

structure {Example, "no evidence of paeumonia” to "no

pneumonia”.

Classification

The basic sub language sentence types are identified
from thel given set of sentences. The characteristic
combinations of sublanguage word classes in the SVO
(subject-verb-object) relation. For example, in the
sublanguage of clinical reporting, a frequent SVQO
sequence consists of a subject from the PATIENT class
(usually patient or a pronoun) followed by a VERB in
the V-PT class (a verb whose subject is characteristically
a PATIENT noun in the sublanguage, Example, have,
develop), followed by a word in the SIGN-SYMPTOM
class (Example, cough, dyspnea). This basic sequence
type (SVO = PATIENT + V-PT + SIGN-SYMPTOM) is
seen in such text occurrences as Patient has had cough
for past 4-5 months (SVO = patient + have + cough) and

she had an episode of severe dyspnea while in Bangalore

- {8VQ = she + have + dyspnea).
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Another similar and rather simpler rufe is BODY-PART
+ TEST + V-SHOW + SIGN-SYMPTOM which is
illustrated in the sentence Chest x-1ay shows aggressive
bilateral pneumonia. Due to the complexities of the
natural language, a pattern larger than the subject + verb
+ object pattern is needed to capture information patterns
of the sublanguage. For the sentences like (chest x-ray
shows density) there is a larger pattern like BODY-PART
+TEST + V-SHOW + RESULT. It is possible that in
some cases the BODY-PART may not be explicitly

present but is implicit in the TEST word (urinalysis
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implies urine). These medical classes and their
associated information are stored in an object for

medical summary.

Synonym Knowledge Base

The synonym base is used for mapping the regularized
structured form to controlled vocabulary concept which
is the final stage of Phrase Processing module described
in léter part of the report. The synonym knowledge base
consists of associations between standard output forms
and controlled vocabulary concepts. Some of the
examples are shown below. The first argument of the
synonym specification is the target or standard form of
the textual phrase, the second is the controlled
vocabulary concept, and the third is the semantic

category of the synonym.

Synonym (show, appear, moderate certainty, cettainty)
Synonym (enlarged heart, cardiomegaly, central finding)
Synonym (nodular density, nodular opacity, partial
finding)

Synonym (severe, high degree, degree)

Synonym (smaller body_location, decrease in
body location size)

Synonym (without, with no, certainty)

Rule Base

Rule base is required to connect individual words to
noun or verb phrases. The rules for noun phrases may be
represented in Extensible Markup Language (XML) file

as follows

<NounPhrase><Val>N</Val> </NounPhrase>

<NounPhrase><Val>PN</Val> </NounPhrase>
<NounPhrase><Val>PN</Val> </NounPhrase>

<NounPhrase><Val>DT</Val> <Val>N</Val> </
NounPhrase>

The rule base is also required to map the words of the
key phrases in the composite tabular structure. The
simplest rule which was also earlier described in the
synopsis containing a SUBJECT + VERB + OBJECT is
PATIENT + V-PT + SIGN-SYMPTOM. XML files store

these rules in the following format

<Rule><term>PT</term> <term>V-PT</term>

<term>S YM</term></Rule>

- 3, ResuLts AND DiscUSSION
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This paper described a system for processing the patient
discharge summaries and mapping the information into a
database. The word classes and the controiled
vocabulary of a sublanguage grammar have been shown
effective for mapping textual information into a
semantically structured database. Medical text mining is
characterized by market requirement for very precise
information at moderately deep level. An important part
of the implementation process would be to maintain the
precision and accuracy of the information extraction. The
volume of data is growing every year and large portion
of the data méy be idiosyncratic or specific to the
hospital or organization. The proposed framework with
its inclusion of contrelled and custom vocabulary takes
care of the region or hospital specific jargon. Once we
have the above knowledge base with us what remains is
the implementation part. In order to ensure that the
proposed technique when applied to medical documents
produces reliable results a procedure should be

deveioped for the quality control.

Case Study
The clinical information from a medical text after
parsing is shown below. Here the input file is an

unstructured text document with many pages.
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Patient Name : PEREZ, LUIS
Sex : Male

Age 35 years

History Of Present illness

Luis Perez was seen at the request of Dr. Webb for
evaluation of severe back and right leg pain. Heisa
pleasant 36 year old male who states symptoms began in
August and it persisted. He states he can only walk with
use of a walker. He denies any previous symptoms or
problems. Currently he denies any weakness, loss of
bowel or bladder function. He complains of severe pain

frequently in his right leg all the way to his toes.

Physical Examination

His examination demonstrates young male who using a
walker. He has some notable antalgic gait. He has
tenderness with spasm at the paralumbar region. Range
of motion is very limited. He has notable nerve tension
sign with positive straight leg raise, positive Lasegue,
positive flip _ test of the right lower extremity. Long
track signs are same. He has weakness with both toe
walk and with his anterior tib on the right compared to
the left.

Medications

He is on Lorcet, Soma, naproxen, Xanax.
Allergies : Codeine, Penicillin

Lab Results

X-rays were obtained on this visit. These were an AP
and lateral of his lumbar spine. These show the old

fusion of L4-5.
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