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Abstract

The performance of students’ has to be predicted and
how they have affected in education on COVID pandemic
situation. A big challenge arises while students and faculty
members are having classes and interactions through online
mode. Effectiveness of education in online becomes very
low and students’ are not gaining knowledge in both
academic and Socio-economical ways. Here, the
implementation of a systematically review for analyzing
both students’ and faculty’s performance by Data mining
techniques is proposed to encourage students’ achievements.
The Support Vector Machine algorithm is appropriate for
predicting students’ performance. Support Vector Machine
algorithm produces high prediction among other prediction

algorithms.
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I INTRODUCTION
Education Mining is used to predict the data from
knowledge discovery of students’ performance using various
data mining techniques will be implemented by machine
learning and statistics (For example., Colleges/Universities

and Online Tutoring System).

Prediction of students’ performance is based on
knowledge discovery by classification of students’ and
predicting the student data by the association rules. It helps to
have better decision on education. Prediction is performed by

survey of students’ education level. Classification is used to
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classify the students’ based on performance in End Semester

Examinations.

Online education modes (Google Meet, Google
Classroom, Moodle, Edumodo, etc.,) maintain large data sets
for monitoring students’ performance. Analyzing the
student’s performance is based on End Semester Marks and
to make precautions for the educational improvements are

important.

The effectiveness of the online class and examinations
should be discovered and to classify the students are
discussed in the paper. The following Data Mining
algorithms are Decision tree, Random Forest and Naive
Bayes used to check the accuracy rate for classification.Data
pre-processing is used to improve the accuracy rate of the

prediction model.

The remaining of the paper is framed as 4 parts: Part [2] is
the study of related works presented. Part [3] contains the
data mining techniques and algorithms implemented on this
study to visualize the representation of collected data sets and
to explore the implementation and results of end semester
examinations. In Part [4], future works are included. Finally,

Part [5] produces the results (outcome) of this study.

II Related Work
In 2020, pandemic situation changes both schools and
college level educations to online mode and raised
inequalities in education [1][[2]. Due to COVID, education
faced online learning and has raised more expectations on
quality of education. Prediction is to improve online
experiences in teaching and teachers have less apprehensive

in engaging with students.
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The advancements in technology increase the technological
investments in the field of education [1][2]. Evolution on
web based and multimedia technologies has occurred and
cost of online learning decreased. Time and space for online

learning technologies have eliminated.

Prediction of students’ performance can be done by
knowledge discovery of drop outs from End semester
examinations [2][3]. Cognitive skills of students’ should be
monitored. To analyze advanced learners cum slow learners

becomes important.

III RESEARCH METHODOLOGY
To achieve the aim of this study is to attain the pre-
processing and clustering for predicting students’
performance through grades and visualized in dissertation
[2]1(31[4].

processing methods to involve datasets. Those datasets have

Normalization is the best method for pre-

been focused on clustering or prediction algorithms.

Students Data Type = Attributes’ Details

Attributes

ID Ordinal 1,2,3 4, ceeey 57(t0ta1

were 55 students)

Age Ratio Between 20 and 30

BCA Nominal Computer
Applications,...

B.Sc. Ratio 3.25,3.62,...

grade

Course Nominal | Cloud Computing,

names Python
Programming,...

Course Ordinal AB,C&D

Grades

Mentor Nominal Mentor 1, Mentor 2, ...

Names

Table — 1 Main Dataset attributes

The above dataset should be summarized by the
involvement of normalization [4][5][6]. That clustering and
prediction algorithms recommend that making the instances

values within specific ranges, either [0, 1] or [-[11, 1], since
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scaling to these ranges tend to give better results. In this
project, the MinMaxScaler is used to calculate the instances

withrange [0, 1] and assume the range is [a, b]:

That clustering and prediction algorithms recommend
that making the instances values within specific ranges,
either [0, 1] or [-[]1, 1], since scaling to these ranges tend to
give better results. In this project, the MinMaxScaler is used
to calculate the instances with range [0, 1] and assume the

rangeis[a,b]:

Y—Normalized<—([b—a] *(X—min(X))/(max(X)
—min(X)))taY—-Normalized<—([b—a] *(X-m
in(X))/(max(X)-min(X)))+a

Descriptive | Datasetl Dataset2

Statistics

Number of | 273 38

instances

Dependent | Grades (All | Grade

Variables Courses (Dissertation

(DV) Grades) Grade)

DV Mean 3.39 3.44

DV Median |4 4

DV Mode 4 4

Accuracy P P

Baseline @A)=0(136/ | (4)I=11(23/3
234) * 8) *
100]=58.1 | 1001= 60.5
% %

Table — 2 Summary statistics for Datasetl and 2

Data Mining Algorithms for Predicting Accuracy Eate:
Decision Tree

Decision tree is used for classification and Regression
problems, and it acted as a supervised learning technique
[71[8][9]. Classification problems are focused mainly in

decision tree and it has Decision Node and Leaf Node.
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Figure — 1 Decision Tree in Classification.

Pruning, Dependent variables, Input variables and split
at each node are the methods used to classify the problems

with a complete decision tree.

Random Forest

In a random forest tree, bagging classifier or hyper
parameters are used in decision tree [7][8][9]. Random forest
adds additional random search in decision tree while growing
itself. Random forest solves regression and classification

problems.
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Figure — 2 Random Forest Classifier

Naive Bayes

Naive Bayes is a classification technique uses Bayes
theorem for making assumptions on independence in
predictions [7][8][9]. It focuses on unrelated features of
present class is present in any other class. Filtering spam,
classifying the documents and sentiment prediction etc., are

done by Naive Bayes algorithm.
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P(B|A) - P(A)
P(B)

P(AIB) =

Figure — 3 Naive Bayes Classifier.

Accuracy and Experimental results based on Naive Bayes

Classifier
Classification Accuracy F1-Score
Algorithms
Logistic Regression | 84.50% 0.6237
Naive Bayes 81.11% 0.6105
Stochastic Gradient 82.23% 0.5880
Descent
K-Nearest N
Neighbours 83.66% 0.6924

Table — 3 Accuracy and Experimental results

Experimental results of Algorithms in Classification

. Grading for Grading in

Algorithm F irst-lgvel Binary(Ig’/F)
Decision tree
classifier 68.82% 92.38%
(J48)
Random
forest 74.52% 94.17%
classifier
Naive Bayes | o 30, 87.43%
classifier

Table — 4 Overall Experimental Results.

IV CONCLUSION AND FUTURE WORK
In this research work, predicting the students’ performance
based on Decision tree, Random Forest and Naive Bayes
with their final marks and grades is done. Pre-processing in
data sets produced accuracy rate for classification. Overall,

better accuracy rate have been achieved.
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In future, various methods and algorithms may be
implemented for giving better accuracy rate. More data sets

can be involved for prediction.
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