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On-line Handwritten Kannada Character Recognition using
Feed Forward Network with Back-propagation

P. RamakanthKumar’, Manjaiah?, P.Subashini’, Dr.S.C.Sharma*

ABSTRACT
Itis a well-known fact that buﬂding character recognition
sysfems is one of the hottest aréas of research as it is
"shown over the Internet. Due to its wide range of
prospects, Character recognition has been an important
part of the civilization for many centuries. We depend
-on digitally assembled and recognizable characters for
common communications. This paper describes a method
to recognize on-line handwritten Kannada characters, the
' ‘language used by the state of Kamataka. A subset of the
Kannada alphabet was chosen for the study. The Back

propagation neural network is used for recognition.

Keywords: Preprocessing, segmentation, feature

extraction, scaling, moments, neural network.

1. InTRODUCTION
The process of handwriting recognition involves

extraction of some defined characterjstics called features
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to classify an unknown handwritten character into one
of the known classes. A typical handwriting recognition
system consists of several steps, namely: preprocessing,
éegmentation, feature extraction and classification.
Several types of decision methods, including statistical
methods, neural networks, structural matching (on teees,
chains, etc) and stochastic processing (Markov chains,
etc) have been used along with different types of features.
Many recent approaches mix several of these techniques

together in order to obtain improved reliability[ 1], despite

wide variation in handwriting{2], Kannada script is the

official language of Karnataka state. Kannada script is

alphabetic in nature and is written from lefi to right.

ORI E 7 ab
QU 93 W D W

2 b B oo es:

Figure L.1: A sample' of Kannada characters

This paper is organized as follows. Section 2 explains
the process of preprocessing and featuré exiraction.
Recognition of the characters by using back propagation
neural network is then described in section 3.
Experimental results are provided in section 4 followed

by concluding remarks in section 5.

2. PREPROCESSING AND FEATURE EXTRACTION

- The input is through a mouse driven over a grid of cells.

Inpuited character is scaled down to uniform size
(scaling)[4]. The stray pixels are removed that may be

formed during mouse driven input.
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"2.1 Feature extraction:

It involves the extraction of the features that helps in
distiniguishing each character. The following features are
" extracted from the input. 48 features are extracted from
the input image[3].

e Hole Recognition
Stroke length

_Segmentation

]
‘®
Pixel Distribution
e Asymmetric feature
o Moments Feature

. 2.1 Hole Recognition

Feed Forward Network with Back-propagation

Algorithm:
e Initialize Stroke Length
Raster Scan The Saved Character

Increment Stroke Length For Every White Pixel

2.1.3  Pixel Distribution:

It gives the spatial distribution of pixels of the character

- This feature recognizes the holes and returns the number

of holes present in the character.

* * Figare 3.1 Image of a hole segrﬁent
- Algorithm:
e - Each white pixel that can reach the boundary is
pumbered as 2
Each pixel numbered 2 is checked if it can reach a
white pixel udthput-éoﬁ]ing across a pixel that is
black. If so, it is numbered as 3, and it is part of a
hole ' |
Holes are counted by labeling them incrementally
starting with 3. | |
* Total V‘nu'mber of holes = Last labeled number — 3
212 Stroke Length: .
' Features extracted: Length of the character in terms of
 pixels[s] o
<100 -3 Char_acters _
>125 & <150 -3 Characters |
- 100 & <125 -7 Ch_aracters- ‘

Figure 3.2 Pixel distribution of a chara;;téf
Algorithm:
¢ Divide the character verticaily into three segments
.such that.gach segment has equal distribution of
pixels[6][7}.

On similar lines divide the character horizontally.

Result is a-character divided into 9 segments.

Imgll Imgl2 Imgl3

Img21 Img22 Img23

Img31 Img33

Img32 -

Figure 3.3 Character 1mage Segmentatiaﬁ'

P11 = pixel count of imgl1
P12 = pixel count of img12
P13 = pixel count of imgl3
P21 = pixel count of img21-
P22 = pixel count of img22
P23 = pixel count of img23
P31 = pixel count of img31
P32 = pixel count of img32

. P33 = pixel count of img33
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St=max(P11,P12,P13,P21,P22 P23 P31,P32,P33)
Feature 1 =P11/51
Featu‘re 2 =P12/81
Feature 3 = P13/81
Feature 4 = P21/S1
Feature 5 = P22/S1
Feature 6 = P23/St
Feature 7 = P31/S1
Feature 8 = P32/S1
Feature 9= P3'3/Sl
P1112=P11 +P12
P1213=P12 +P13
P2122=P21 + P22
 P2223 =P22 + P23
~ P3132=P31+P32
P3233=P324P33
'S2 = max(P1112 + P1213 + P2122 + P2223 + P3132 +
P3233) '
- Feature 10 =P1112/S2
Feature 11 = P1213/S2
Feature 12 = P2122/52
Feature 13 = P2223/S2
-Feature 14 =P3122/82 7
Feature 15 = 23223/82
P1121 = P11+ P21
'P2131=P21 + P31
P1222 =P12 +P22
©P2232=P22 + P32
_ P1323 = P13 + P23
P2333 =P23 + P33
3 =max(P1121 +P2131 + P1222 +P2232 + P1323 +
$2333) |
Feature 16 = P1121/S3
_ Feature 17 = P2131/83
Feature 18 = P1222/S3
Feature 19 = P2232/83

@
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Feature 20 =P1323/83
Feature 21 =P2333/53
214 Asymmetric Feature

1t gives the horizontal and vertical symmetry. featurés of

the character[8],

Figure 3.4 Character having Symmetry
Algorithm :
» Horizontal axis is selected.

® Number of pixels that differ on either side of it is
counted, the value divided by 200 gives the horizontal
symmetry.

Vertical axis is selected.

On similar lines as in the case of horizontal synﬁneny,
vertical symmetry of the character is calculated
Features Extracted: '

2.1.5 Moments Features

Moment features are "very common in character
recognition systems Because they capture the global shape
attributes of lthe character. This is possible because the
moment features are calculated by looking at three

factors[9].

o The total number of black pixels in the image
e The number of Biack pixels along the horizontal
The number of black pixels along the vertical
These three data are used to calculate moments of third
order, which are independent of rotation, translation and
scaling]10]. |
These moments are calculated by employing the raster

scan on the image to calculate certain values, |
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Let the co-ordinates of a generic black pixel be given by
(u,_v); for the 2-D binary image of a segment. The central
moments are given by
By = 1/N 2. (u, —vbar)* ( u, — ubar)!
Where ubar=1/N Xy,
_ vbar=1/NZ v,
' where N is the total number of black pixels in the image.
The intermediate moment values that are needed to find
the final moments are
| u =1 /NZ (juvbar)’( u; ubar)'
Where ubar=1/NY u
vbar=1/NZ v
w_hére N is the tota] number of black pixels in the image.

Thé intermediate moment values that are needed to find
" the final moments are |
P = (g T H )™
m2 = (H,+h, )P +4py
m3 =yt 30,0+ 3y )
md = (et p,) 2+ (Hy* )
The following are the important moments that are size,

' foiati_on and translation independent.

m2=m2 /¢t
m3 =m3/1°
m4‘ =m4 /1

Normalized central moments[11] are

| m5=( Mo Spll) x( l"’30+!-"12) x(( H30+M]2)2 -3( n,t+
P-os)_z) +( !—103"73}121) x( Flos T Hyy ¥} x(( TRE - 3( By
i)

| m6=( p'20+l'107_) x((ll3o+l~l12)2~( fu—l21+}.l,03)2) + 4!J’llx ( um

) X (I, )

- m7=(3 HZI'P@g) X( !—130+H12) X (( p'3u+1’t12)2" 3 (p'21+ p'o3
_).2 ) + ( _p'g,o' 3“‘3; ) X ( u30+“'21) X.(( “z1+p'03)2_ 3 ( I‘130-'T
o P) '
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Affine moments are

1= p'zo_"!'lm) v }‘inz’l “002

I2=(;.L302x %32_6 Hyg® Hy X ulzx“03+4“39 X p‘lz] +4
pulx ”03'3p212x“312)’[ 1.100“]

13=(py, x (M ® By - ”’122) - % (B X Py Hy X M) 2
Fop X ( Hyp X Hypm By mn/ ]J'oo?

I = (10 X gy ) = 6 Bag? X By Xy Kby & 6 o™X oy X
TRESING S BTHTAS STRCER VLV S TR S IFE S Rt
flag X oy X oy X Hog) — (18 1y X py KB Xy, X ) + 8
B2 X by = (6 thy X X XH) + (O B X U
B2 )+ (12 gt X g X H X1, ) — (8 1y X " X g XELy
Y X Bt D By

Features = (m2,m3,m4,m5,m6,m7,11,12,13,14)

3. BACK-PROPAGATION ALGORITHM

The type of neural network being used is feed forward
network. Feed forward network is composed of a
hierarchy of processing units, organized in a series of
two mutually exclusive sets of neurons or layers[12]. The
first or input layer serves as a ho.lding site for the inputs
applied to the network. The last or output layer is the
point at which the overall mapping of the network input
is available. Between these two extremes lie zero or more
layers of hidden units, it is in these internal layers that
additional remapping or computing takes plaée;

Error back propagation algorithm is used for the training
of the neural network[13].

'Oummi'?axa '

Hidden Layer
Figure 3.5 Feed forward Neural network
architecture
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Totally 48 features are extracted from the input image. d. We were able 1o woluerve 97 recognilion accuracy,
The mput layer consists of 48 neurons. Sample outpu

The network is experimented with different number of
lﬁdden layers. For example 10, 15, 20, 25, 30 etc.

The output layer consists of I neuron.

Figure 3.6 Learning graph

4. EXPERIMENTAL REsuLts
Testing Cases
a. Discontinuous characters: For looping structure

‘ employed to fill empty cells.

b. Recognition of Hole incomplete: Image was raster

scanmed to reassign tables, to recognize hole.

¢. Change in the features due to the unexpected pixels

in the input: Image is raster scanned to remove the

stray pixelé.

T eracin

Fiamooge Laoa T o

e

Rty te

Figure 4.3 Recognized input character
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5, Conclusion and future werk

In this paper we have presented a system for recognizing
handwritten Kannada characters (only vowels). A neural
Network based classifier was used for the recognition.
Since handwritten characters can be considered as a
construction of line segments at different orientations
and lengths, an orientation selective method such as
Gabor filtering should produce effective features
[£4][15]. Future versions of the system are planned to
cater for the full Kannada Alphabet. The use of a language
model, which introduces linguistic knowledge into the
system and ﬂiereby improves recognition accuracy, is also

consideration.
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