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Abstract

In recent years, researchers have proposed and
developed many methods and techniques to reduce the high
dimensions of data and to attain the required accuracy. To
ameliorate the accuracy of learning features as well as to
decrease the training time dimensionality reduction is used as
a pre-processing step, which can eliminate irrelevant data,
noise, and redundant features. Dimensionality reduction
(DR) has been performed based on two main methods, which
are feature selection (FS) and feature extraction (FE). FS is
considered as an important method because data is generated
continuously at an ever-increasing rate; some serious
dimensionality problems can be reduced with this method,
such as decreasing redundancy effectively, eliminating

irrelevant "data, and ameliorating result comprehensibility.
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L. INTRODUCTION

Now a days, Knowledge is detected by processing and
analyzing a large amount of the previously collected
data[1].Data generated in a huge volume in different fields,
and it is on continuous growth in size, complexity, and
dimensionality [2, 3]. A dataset with high dimensionality
features its numerous features, but few samples have a direct
relation with data mining and machine learning tasks [4, 5].
Therefore, these issues of data become a big challenge for
extracting potentially useful and ultimately understandable
patterns or information in almost every data mining task.

Also, working in high dimensional data increases the
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difficulty of knowledge discovery and pattern classification
because there are a lot of redundant and irrelevant features.
Reducing high dimensional datasets to a low dimensional
dataset by filter or remove redundant and noise information
is a method to solve this problem, and this is known as

dimensionality reduction [6].

Dimensionality reduction is a process for decreasing
features dimensionality, but the data is still present. In the
reduced or low dimension dataset, the crucial features remain
even if some particular pattern vanishes [7, 8]. Also, it
utilizes to reduce the size of input data and then preserve
much variance of essential features compared to the dataset
with the larger size. In real-world data, it will become easy to
detect and use for data mining applications and gain high
accuracy performance [l, 9]. Moreover, the role of
dimensionality reduction is to enhance the accuracy and
efficiency of the data mining computation, and it is
considered as a vital preprocessing step. Furthermore, it
provides several advantage such as eliminating irrelevant,
redundant patterns in the dataset; as a result, to reduce the
time and amount of memory required for processing such
data [1, 10]. By reducing the dataset, the quality of data will
improve, the algorithm will work efficiently, achieve better
accuracy, and pattern design and examination will be clearer
for researchers [11]. Additionally, reducing the cost of
computing, improving dimensions visualization, and

enhancing the results [12, 13].

II. DIMENSIONALITY REDUCTION TECHNIQUES
Dimensionality reduction is the operation of
transforming the high dimensional representation of data in

low dimensional representations. With the massive growth in
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high dimensional data, the use of various dimensionality
reduction techniques has become popular in many areas of
use. Moreover, several modern approaches are continually
emerging. Dimensionality reduction techniques transform
the original dataset having high dimensionality and turn it
into a new dataset representing low dimensionality while
maintaining as much as possible the original meanings of the
data. The low dimensional representation of the original data
contributes to solving the dimensionality curse problem. The
low dimensional data can be easily analyzed, processed, and
visualized [14]. Several benefits can be obtained due to
applying the dimensionality reduction techniques applied to
a dataset. (i) As the number of dimensions comes down, data
storage space can be reduced. (ii) It takes less computation
time only. (iii) Redundant, irrelevant, and noisy data can be
removed. (iv) Data quality can be improved. (v) Some
algorithms do not perform well on a greater number of
dimensions taken. So, reducing these dimensions helps an
algorithm to work efficiently and improves accuracy. (vi) Itis
challenging to visualize data in higher dimensions. So,
reducing the dimension may allow us to design and examine
patterns more clearly. (vii) It simplifies the process of
classification and also improves efficiency [15, 16].
Generally, the dimensionality reduction techniques can be
classified into two main groups, or in other words, the
dimensionality reduction is achieved through two different
techniques: feature selection and feature extraction. In
feature selection, information can be lost since some features
should be excluded when the process of feature subset choice
by doing this information can be reduced. However, in
feature extraction, the dimension can be decreased without
losing much initial feature dataset [2, 10, 14, 17]. Table I
provides a descriptive summary of the methods of dimension

reduction.

A. Feature Selection
Feature selection is utilized to reduce the dimensionality

impact on the dataset through finding the subset of feature
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which efficiently define the data [18, 19]. It selects the
important and relevant features to the mining task from the
input data and removes redundant and irrelevant features [ 20,
21]. It is useful for detecting a good subset of features that is
appropriate for the given problem [2, 22]. The main purpose
of feature selection is to construct a subset of features as
small as possible but represents the whole input data vital
features [11, 23]. Feature selection provides numerous
advantages: reduce the size of data, decrease needed storage,
prediction accuracy improvement, over fitting evading, and
reduce executing and training time from easily
understanding variables. Feature selection algorithm phase is
divided into two-phase such as (i) Subset Generation: (ii)
Subset Evaluation: In subset Generation, we need to generate
subset from the input dataset and to use Subset Evaluations
we have to check whether the generated subset is optimal or
not [24, 25]. “Fig.1” shows the overall method of the feature

selection process.
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Fig. 1 Process of feature selection

B. Feature Selection Problems

Various issues can benefit from the feature selection
techniques application. High dimension, low sample size
data are becoming more popular in different fields. Many of
the features of these problems do not facilitate an adequate
classification. More so, the imbalance problem happens
when one of the two classes has more samples than other
classes. Many algorithms neglect the minority sample when
concentrating on a major sample classification. However, the
minority samples are crucial but seldom occurred. Moreover,

in machine learning, the shift of the dataset is a popular
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problem that happens when the joint distribution of inputs
and outputs varies between training and test stages. A special
case of dataset shift, which happens when only the input
distribution changes is called Covariate shift. Furthermore,
the reduction of the dimensionality and consequently feature
selection is one of the most common techniques of noisy data
elimination. Eventually, misclassification costs and test costs
are the two most significant kinds of cost in cost-sensitive

learning [26,27,28].

C.Feature Selection Methods

Feature selection aims to select a feature subset from the
original set of features based on a/the feature’s relevance and
redundancy. Originally evaluation methods in feature
selection are divided into four kinds: filter, wrapper,
embedded [10, 14, 18], and hybrid [20, 29]. Recently,
another type of evaluation method is developed, i.e.,
ensemble feature selection [30, 31]. “Fig. 2” depicts the

hierarchy of feature selection techniques.
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Fig. 2. Hierarchy of Feature Selection Techniques.

Filter is considered the earliest method and also known
as an open-loop method. It checks the features relying on the
intrinsic characteristics prior to the learning tasks. It mainly
measures the feature characteristics depending on four
different kinds of measurement criteria, i.e. information,
dependency, consistency, and distance [32]. In the filter
method, the feature selection process is performed
independently of the data mining algorithm. It uses statistical
standards for evaluating the ranking of the subset [17, 24].

Moreover, this technique is to perform good performance
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and high-efficiency computing, easily scalable in high
dimensional datasets, and outperformed the wrapper
technique. The primary downside of this method is that it
neglects the integration between the selected subset and the

performance of the induction algorithm [ 10, 22, 26].

Wrapper or it can be called as close-loop method, wraps the
feature selection around the learning algorithm and uses the
accuracy of the performance or the error rate of the
classification process as a criterion of feature evaluation. By
decreasing the estimation error of a specific classifier, it
chooses the most discriminative subset of features. The
wrapper method performs features election based on the
performance of the learning algorithm; it selects the most
optimal feature for the prediction algorithm. Hence it
achieves better performance and high accuracy compared to
the filter algorithm [22,27,33]. The main disadvantage of this
approach is computing complexity and more exposure to
over fitting in comparison to the filter approach. Most
wrapper methods are multivariate; thus, they need extensive
computation times to achieve the convergences and can be
intractable for large datasets [33, 34]. “Fig. 3” shows the

involved steps in the wrapper method.
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Hybrid and ensemble methods the recent developments
in features election can be represented in the hybrid
method[35]. Thus, it can be developed either by
integrating two various methods (e.g. wrapper and filter),
two methods with the same criteria, or two feature selection

approaches. In the hybrid method, the advantages of both
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methods can be inherited by combining their complementary
strengths [36]. The combination of filter and wrapper method
is the most common hybrid method [37]. However, ensemble
method is a method that aims at building a group of feature
subsets and then producing an aggregated result out of the
group [38]. This method is depending on various sub
sampling techniques where a particular feature selection
method is implemented on a variety of subsamples, and the

obtained features are merged to create a more stable subset.

D. Feature Extraction Methods

In previous literature, the dim ensionality reduction uses
the feature selection methods to select the relevant features
have been presented. The remaining aim of this research
paper is to review the latest literature related feature
extraction and dimensionality reduction techniques.
M. K. Elhadad et al. [39] worked on the emotion recognition
task. They used PCA and t-statistical to reduce the
dimensionality of extracted features from emotional signals
of EEG. The proposed method was applied to the dataset
called SJITU emotion EEG. The emotional state with
extracted features has been classified by four classifiers:

SVM, ANN, LDA, and KNN[40].

Moghaddam et al. [41] proposed a method known as
spectral segmentation and integration (SSI) as supervised
feature extraction for hyper spectral images. The developed
method divided pixels’ spectral signature curve to channels.
Then a mean weighted operator was used for integration of
each channel band in order to extract new features in a very
minimal number compared to the original bands. Moreover,
the PSO algorithm was used to merge spectral signature
curve pixel segments so as to reduce the dimensionality of
the image and to increase the class accuracy. In the proposed
technique, the SVM was used as a classifier, and two datasets
were used. The experimental results confirmed the SSI
method outperformed other feature extraction methods such

as PCA, SRS,NWFE, DAFE, PCA, SELD, BCC, and CBFE.
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A. M. Abdulazeez[46] worked on malignant masses in
mammograms based on the feature extraction. The
researcher presented Gray Level Co-occurrence
Matrix(GLCM)texture feature extraction by three hybrid
methods that were used in the proposed method. The three
hybrid methods called Wavelet CT1, Wavelet CT2, and ST-
GLCM. The interesting point of the image was divided into
sub-image then contrast stretching stage was used prior to
feature extraction. Then the sub-image has been applied for
the methods of feature extraction. Next, the GLCM extracted
the seven-feature texture and have been merged with seven
statistical features. Moreover, two data sets images were
used in this research and SVM classifier. The proposed
methods outperformed the multi-resolution feature
extractions methods in terms of the number of the extracted
feature. Also, in Area under the Curve (AUC) measure, the
researcher methods were superior to other feature extraction

methods.

Churmonge and Jena [51] proposed a method to address
the dimensionality issue based on the clustering combined
with correlation filter subset selection. The relevant features
were found by the K-means clustering algorithm and
redundant features found from clusters and removed by the
correlation measure. The presented method used on 8 text
and 4 microarray datasets and the Naive Bayes (NB)
classifier depended on the classification. Furthermore, the
authors compared their method performance with the
ReliefF and information gain (IG) feature selection methods
relating to the accuracy and computational time. The
accuracy of the proposed method outperformed both
methods in all datasets except two datasets, and in
computational, the proposed was faster than other methods in

all datasets.

Tan etal. [52] presented a feature selection method based
on the evolutionary algorithm (EA) to reduce the

dimensionality of motor imagery brain-computer interface
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from electroencephalogram (EEG) signals. The subset of
important features was generated from each iteration of the
EA, while the redundant and insignificant features were
eliminated. The experiments were performed in two different
datasets: EEG dataset and several machines learning
datasets. Also, three classifiers depended: support vector
machine (SVM), K-Nearest Neighbor (KNN), and
discriminate analysis (DA). Also, the performance of the
proposed EA — feature selection method was compared with
PCA and independent component analysis (ICA),
neighborhood component analysis (NCA), and variable-
length particle swarm optimization (VLPSO). The results
showed that the introduced methods outperformed all the
above methods and could achieve high accuracy even with a

small subset of the features.

Hafiz et al. [53] investigated the feature selection issues
in the power quality events and proposed a two-dimensional
PSO feature selection method. They depended on the two
dimensional in order to efficiently guide the search space of
the particle swarm. The noise measurement against the
reduced subset was studied by the Gaussian. The used
induction algorithms in this study were KNN and Naive
Bayes. Moreover, the proposed method performance was
compared with the Genetic Algorithm (GA), Ant Colony
Optimization (ACO), Binary PSO (BPSO), Catfish BPSO,
and Chaotic BPSO (CHBPSO). The results have shown that
the presented method could find an important and robust
feature subset and achieve better accuracy than the above-

mentioned methods.

Han et al. [54] worked on the limitation of the local linear
embedding (LLE) method to propose an unsupervised
feature selection mechanism. They depended on the low
dimensional space learning and graph matrix learning. The
experiments performed in 15 datasets. Also, the SVM and
decision tree (DT) used as classifiers and. In addition, the

presented method compared with eight unsupervised feature
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selection methods. The results demonstrated that the
proposed method accomplished better accuracy regarding
the SVM and DT classifier except in two datasets and better
stability in both classifiers compared to the 8 feature

selection methods.

Niu et al. [55] presented a method to deal with
multivariate financial time series nonlinearity inherent to
improve the accuracy of forecasting and make the financial
decision better. The proposed method involved a feature
selection part, deep learning framework, and error
correlation part. In the feature selection part, the RReliefF
algorithm (which is the enhanced version of the ReliefF)
cooperated wrapper-based method to remove the redundant
feature. Also, the deep learning part has consisted of long-
short term memory (LSTM), gated recurrent unit (GRU), and
the optimizer based on adaptive moment estimation (Adam).
The deep leaning part was trained based on the subset
generated by the first part. Furthermore, the error correlation
used to enhance the accuracy of the method. The method
performance validated on 16 benchmarks and three datasets,

and the results have shown its superiority.

Jain and Singh [56] proposed a hybrid feature selection
method that consisted of ReliefF and PCA algorithms. First,
the weight for each feature was calculated in the used
datasets, and a set of satisfying features was generated by the
first algorithm. The second algorithm was applied in the
generated set. In the proposed method, two types of datasets
were considered (text and microarray), and the experiments
performed in ten datasets. The performance of the method
evaluated in terms of a number of the selected features and
computation time. The results indicated that the presented
method could achieve better performance in low and high
dimensional datasets and reduced half of the irrelevant and

redundant features.
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Method Main concept Pros Cons

Not sufficient
enough in the
existing of a huge
number of
irrelevant features

Preserves the
original, relative
distance
between covers
latent

structure, objects

Summarize the
dataset by creating
linear combinations
of the features

Feature
extraction

Asub list of
relevant features
can be

selected depending
on defined criteria

Table I.The Summary of
Dimension Reduction Techniques

Feature
selection

Latent structure
does not cover

Strong against
irrelevant features

III. CONCLUSION

The high dimensionality of data has a direct impact on
the learning algorithm, computational time, computer
resources (memory), and model accuracy. Therefore,
reducing dimensionality and tackling its curse became an
exciting topic in search and development areas to provide the
most reliable, flexible, and high accurate computerized tools
and applications. Hence, several methods and techniques
accomplished in the last two decades based on the feature

selection and feature extraction.

This paper reviews the most recent studies in several
fields such as medical disease analysis, ethnicity
identification, emotion recognition, genes classification, text
classification, image Steganalysis, data visualization, Hyper
spectral images classification, moreover, the details used
techniques/algorithms, datasets, classifiers approaches were
used by the authors and attained results relating to the
accuracy and computational time are summarized for each of
the feature selection and feature extraction methods. It is
observed that the trend of the researchers for reducing the
dimensionality based on the feature selection methods is to
use the optimization algorithms, and about half of the
reviewed researches were relaying on the different
techniques of optimization. Also, the most used classifiers
are the SVM and KNN, and the best- achieved accuracy was
the SVM algorithm. On the other hand, for feature extraction
methods, CNN and DNN techniques take a great role and
have been used in 7 methods of the studied research. While

the PCA is still a widely used algorithm in the feature

49

extraction works, it has been used in 8 methods. Additionally,
the optimized PCA could achieve better performance in
terms of accuracy, computational time, and the number of

reduced features.
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