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Abstract

Data Stream classification is an emerging area in current
data mining research. In recent years, Artificial intelligence
technique has been employed for large data stream
classification on exploration of feature extraction and
knowledge representation process to categorize the data
streams into one or more classes. Unsupervised data
classification based on ensemble Artificial intelligence has
been employed in this work to predict the classes for the
outlier data in the data streams which is considered as
imperfect labels from training samples for all features in the

data stream on analysis.

In this paper, a novel artificial intelligence technique
combination has been presented for data stream
classification. It is named as Evolving Ensemble learning
model as a multistep learning process utilizing the infrequent
principle Component Analysis, K Nearest Neighbour and
Expectation maximization Algorithm of the artificial
intelligence technique to generate the new classes from its
regularized classes with data outliers. In addition, Markov
hidden model has been used in addition to detect the latent
feature in the data stream to construct the feature set. It is
capable of detecting the feature and concept of evolution on
the feature space and label space of the classes. Further
feature reduction technique has been employed to remove or
eliminate the curse of dimensionality and sparsity issue in
terms irrelevant, Noisy and redundant features and reduces
the dimensionality of feature space. Experiment results

explain the effectiveness of the proposed Al based ensemble
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model against the state of art approaches in large stream data
classification. Proposed classification model outperforms
the existing model on performance metrics like precision,

recall, F measure and Accuracy and classification error.
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I. INTRODUCTION

Due to the enormous growth of data streams from
different online applications, data classification is one of the
crucial technologies for handling the streaming data to
achieve effective information management. Data
classification utilizes the text mining technique, as it is
becoming increasingly essential towards employing the
supervised and unsupervised learning models [1]. Data
classification plays a vital role in both managing and
extracting the relevant information from exploring the use of
feature selection and feature extraction techniques [2].
Moreover, data streams with the presence of unrelated,
redundant and features contain noisy contents, the
performance of the learning algorithm decreases in its
classification accuracy [3]. Hence, it has become to devise a
technique to reduce the dimensionality of the dataset to
eliminate the curse of dimensionality issues and to improve
both the efficiency of the data mining technique.
Additionally, the data mining model has capability to
determine the relation between normal and latent features for
better visualization and generalization of data for improved

understanding of the learning algorithms [4].
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Feature selection technique has been employed to
determine subset of most important features in the input set
of features in the data streams. Data stream is a speed and
continuous occurrence, it is assumed to have infinity on size
of data and irrelevant features on a set of processes.
Therefore, it was becoming impractical to manage and use
every data of the dataset for the training process of the
classifier. Best alternative for managing the large data
streams is an incremental learning technique in the category
of unsupervised classifiers [5]. However many data
classification methods have failed to employ the incremental
learning model towards extracted features to regularize the
existing classes on composition capability to analyse new

instances with similar characteristics.

In this paper, a novel artificial intelligence based data
classification technique termed as Ensemble learning model
(ELM). In this work, artificial intelligence based classifier
includes infrequent principle Component Analysis, K
Nearest Neighbour [6] and Expectation maximization
algorithm [7] to classify the evolving concept in data streams
as classes. Novel Class and Regularized class has been
analysed on cross validation to estimate the consistency and
cohesion among obtained class instances and its separation
from the existing class features using similarity
computations. Proposed model has capability to classify two

or more unique classes on any kind of data.

The rest of the paper is sectioned as follows: Section 2
discusses the related works on data classification and
presents its impacts against performing classification under
feature evolution, Section 3 briefly defines the proposed
model in terms of feature extraction technique and novel
class prediction classifiers utilizing artificial intelligence
techniques as ensemble model and Section 4 presents the
experimental outcomes on a various sizes of data sets along
performance measures. Section 5 discusses its conclusions

and future work.
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II. RELATED WORK
In this section, many techniques to classify the large
stream data have been analysed against various constraints.
Each of state of art techniques follows different kind of class
categorization nearly related to the proposed defined

framework, which is described as follows

I1.1. Outlier Detection with Imperfect Data Labels

In this method, data with outlier instances has been
considered as Novel class. Supervised learning model has
been employed to identify data features and classify the
features which are variant and inconsistent with the extracted
set of features generated using feature extraction technique.
However, in addition data streams containing normal
instances, limited negative examples or outliers have been
generated in many applications. In this novel class has been
determined on the feature space containing the imperfect
label. Artificial Intelligence base approach is capable of
predicting the Novel class on the latent features in the data
streams has been addressed in this work. It maps the data with
imperfect labels using likelihood values and incorporates
limited abnormal examples as a degree of membership into
the learning process. The approach works in two steps. In the
first step, a pseudo training dataset generates instances by

likelihood values based on its available feature set.

III. PROPOSED MODEL
In this section, artificial intelligence based ensemble data
classification model has been described using infrequent
principle component analysis, K- Nearest Neighbour and
Expected Maximization classification models along feature

selection model as follows

III.1. Feature Selection using Information Gain

Feature Selection is the process employed to determine
the instances on goodness criteria as threshold in the data
streams. The criteria can be generated using the following

process as follows
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o Information Gain

It measures the bits of the data information obtained for
several similar categories as prediction on determining the
presence or absence of a word in a streaming of the data [8].
Information gain is calculated for each term and the best

terms are extracted as features.

I11.2. Ensemble Learning model

The proposed Al based technique applies the following
classifier to generate the regularized class and novel class to
the evolving data streams with evolving concepts and
features in the feature space. The Figure 1 explains the
proposed architecture encompassed of the multistep

classifier as data stream classification the framework

o K-Nearest Neighbour — Classifier 1

K-Nearest Neighbor based classifier has been trained
with a small partition of data streams initially. Processed
small partitions of the data streams acts as raw training data
for classification. Next K clusters are built for the remaining
dataset trough usage of a semi-supervised K-means
clustering model and those clusters obtained as information
set of each cluster are utilized for classification. These
pseudo-points compose the classification model [9]. The
information of the clusters contains the information such as
centroids, frequencies of data points and its radius of data
streams belonging to each class.. The raw data points are
eliminated after generating the cluster formation step for

cluster and classification.

Figure 1: Architecture of proposed AI Model
for Data Classification
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o Discriminate Principle Component Analysis(DPCA)
DPCA employed the transformation of the feature space
into an orthogonal matrix to compute the correlated and
uncorrelated principal components using Eigenvalue and
Eigenvector. Data points in the vectors represented as
multidimensional space In addition, this discriminate model
transfers a set of correlated variables of the matrix into a new
set of uncorrelated variables for efficient processing and to
use cross validation process. Data point considered as feature
and concept. It is determined on the Eigenvalue and feature

space is computed on the Eigenvector.

o Expected Maximization Algorithm(EM)

It is employed as an Iterative method for learning data
streams as probabilistic categorization using the
unsupervised model [10]. Initially data points have been

assumed with random assignment of categories.

o Expectation (E-step): Compute P(ci | E) for each
data point of the data streams by computed current model,
and probabilistically re-label the examples based on these

posterior probability estimates.

o Maximization (M-step): Re-estimate the model

parameters,\, from the probabilistically re-labeled data of the

data streams.

IV. EXPERIMENTAL RESULTS

In section, experimental results of the proposed Al based
Ensemble learning model has been described against the
existing approaches on forest cover, twitter and Reuter’s
dataset which collected from data stream applications.
Although different varieties of dataset may have different
issues on data points in novel class detection on employment
of the data classification. The performance of the work has
been computed using precision and recall measures to

determine the accuracy of the model employed.



Karpagam JCS Vol.15 Issue 1 November - December 2020

Precision

Forest

RCW1
D & ¥

Twitter

EM+ SVDD Based
Learming

Ensemble Text

[= T e |

Figure 2: Performance Measures of the Proposed Model
against Existing Model via Precision

It is measured that the proposed method always provides
good accuracy when compared to feature selection methods
and with ensemble classifiers on precision and recall
measures, it has provided better or comparable results than
existing state of art approaches. Figure 2 represents the
outcome of precision and figure 3 represents the outcomes of

the recall.
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Figure 3: Performance Measures of the Proposed Model
against Existing Model via Recall

However, after a certain point of the classification of the
dataset, Al based technique will produce the accurate results

on presence of curse of dimensionality and sparsity issues.

V. CONCLUSION

Al based document classification model has been
designed and implemented to generate the regularized and
novel classes on any best learning model on a set of ensemble
classifiers. This work completely eliminates the data sparsity
and curse of dimensionality issues after extracting the feature
evolution in data streams. It has been revealed that an
ensemble learning model can be applied to a huge corpus of
dataset to classify effectively and efficiently. Major
advantage of the framework is to detect new classes on a time

varying dataset with high accuracy. The use of unsupervised
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learning models incorporated with the multiple classifiers is
anew ability to differentiate between the normal and hidden
features. The empirical evaluation shows that the proposed
learning model outperforms the state of art methods. It has
been cross validated with training instances for performance
measures. In addition, the proposed framework works
effectively under the limited memory requirement. In the
future, proposed methods can be improved to deal with

aspect drift on semantic data to differentiate two or more

emerging new classes.
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